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ABSTRACT 

This study is about practical forecasting and analysis of time series, to investigate the 

effectiveness of recursive estimation of time series analysis and forecasting 

performance for real data sets. It addresses the question of how to analyze time 

series data, identify structure, explain observed behavior, modeling those structure 

and how to use insight gained from the analysis to make informed forecasts. For 

the purpose of the study total production of paddy and total demand of electricity in 

Sri Lanka were used. Those values were obtained from the Annual Bulletin, published, 

by the Central Bank of Sri Lanka. 

The thesis is organised into two parts. The first part is a course of methods and theory. 

Time series modelling concepts are described with 'abstract' definitions related to 

actual time series to give empirical meaning and facilitate understanding. Formal 

algorithms are developed and methods are applied to analyze data. Two detailed case 

studies are presented, illustrating the practicalities that arise in time series analysis 

forecasting. The second part is a course of applied time series analysis and 

forecasting. It shows how to build the models and perform the analyses shown in 

the first part using the our own software called "Space" and another downdable 

software called the "BATS" application program 

The first few chapters are concerned with sing theoretical aspects of en-bloc time 

series models such as the seasonal decomposition method exponential smoothing 

method, Winter's seasonal method, and the ARIMA methodology to describe the 

behaviour of the data series. Even though fairly general, these model do not 

account for the uncertainties due to the specific choice of trend / seasonal/ level. The 

main drawbacks in this study are its lack of accessing model uncertainties, when 

choosing the recursive estimation of time series models based on the Kalman 

filter. Therefore we used an approach that incorporates all uncertainties involved 

in the time series modelling simultaneously. 

Dynamic state space models provided an excellent basis for constructing and 

forecasting models for a number of reasons. In particular recursive estimation of 

time series based on the use of discounting techniques proved to be extremely 

useful in practice. Many practitioners have a natural feel for the discounting 



concept, and furthermore when one discounting factor has been specified, the 

standard technique may be utilised, in addition to that the Kalman filter based on 

state space form and Bayesian models can be used to analyse the incomplete data 

set using EM algorithms. 

The last two chapters were devoted for empirical evaluation of data series in order to 

investigate the effectiveness of recursive estimation of time series. According to the 

forecast performance of recursive time series models are much more accurate than the 

en-bloc models. This means that the mean percentage error (MAPE) recursive 

estimation of time series model is relatively small (nearly 0.5%) so that this method 

gives higher degrees of accuracy. The recursive estimation of time series models 

can play an important role of time series modelling. However, these procedures are 

based on the predictor-corrector type algorithms. Hence without identifying the 

appropriate structure the variation of parameters could be implemented in contrast to 

"en-bloc" procedure s which could be used only after assuming the specific type of 

parameter variation. 
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