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ABSTRACT

Project Title: Scalable In-Memory Data Management Model for Enterprise Applications
Authors: Pathirage A.P
Supervisor/s: Dr.Shehan Perera (Supervisor)

Dr.Malaka Walpola (Coordinator)

With the rapid advances in technology and data volume, having efficient and scalable data
management system is essential for most of the enterprise applications. So In-Memory data
management systems are becoming the highly used data management solution in most of the
time critical enterprise solutions. Although In Memory Data Management Systems are widely
used, still they are having problems such as scalability issues, concurrency problems etc. This
project is an effort that aims to propose a scalable enterprise solution for in memory data

management, identifying the bottlenecks in the current In-Memory Data management systems.

Although there are @?afous nenchmarks @re avaitable for Disk-fResident Databases, lack of a
fair metric for com'pé'ring thevparformance «@f. different in-memory database systems has
become a probleimn when selecting the appropriate data management sysiem for enterprise
applications. Currently there are various in-memory databases are available and when using
them with the enterprise applications, developers have to put lot of effort as there is no standard

APl/Interfaces available for them.

This research project addresses these two problems by providing an unbiased performance
benchmark for various in-memory databases and developing a data connector framework to
access different data sources such as in-memory databases, disk resident databases, flat file

data bases and in-memory data caches.

This report provides details about the problem background, existing system implementations

and current research areas in this domain and how I’m going to achieve the objective.

Keywords: In-Memory Database, In-Memory Data Grid, Disk Resident Database, Data
Access Layer, Database Benchmarking
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