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[156] C. Ó Conaire, D. Connaghan, P. Kelly, N. E. O’Connor, M. Gaffney, and

J. Buckley, “Combining inertial and visual sensing for human action recognition

in tennis,” in Proceedings of the first ACM international workshop on Analysis

and retrieval of tracked events and motion in imagery streams, pp. 51–56, ACM,

2010.

[157] T. Bloom and A. P. Bradley, “Player tracking and stroke recognition in ten-

nis video,” in Proceedings of the APRS Workshop on Digital Image Computing

(WDIC’03), vol. 1, pp. 93–97, The University of Queensland, 2003.

[158] G. Sudhir, J. C.-M. Lee, and A. K. Jain, “Automatic classification of tennis video

for high-level content-based retrieval,” in Content-Based Access of Image and

Video Database, 1998. Proceedings., 1998 IEEE International Workshop on,

pp. 81–90, IEEE, 1998.

[159] H. Miyamori and S.-I. Iisaku, “Video annotation for content-based retrieval us-

ing human behavior analysis and domain knowledge,” in Automatic Face and

Gesture Recognition, 2000. Proceedings. Fourth IEEE International Conference

on, pp. 320–325, IEEE, 2000.

[160] Y. Gong, L. T. Sin, C. H. Chuan, H. Zhang, and M. Sakauchi, “Automatic pars-

130



ing of tv soccer programs,” in Multimedia Computing and Systems, 1995., Pro-

ceedings of the International Conference on, pp. 167–174, IEEE, 1995.

[161] G. S. Pingali, Y. Jean, and I. Carlbom, “Real time tracking for enhanced tennis

broadcasts,” in Proceedings of the IEEE Conference in Computer Vision and

Pattern Recognition, pp. 260–265, IEEE, 1998.

[162] G. Zhu, C. Xu, Q. Huang, W. Gao, and L. Xing, “Player action recognition in

broadcast tennis video with applications to semantic analysis of sports game,” in

Proceedings of the 14th ACM international conference on Multimedia, pp. 431–

440, ACM, 2006.

[163] M.-K. Hu, “Visual pattern recognition by moment invariants,” IRE Transactions

on Information Theory, vol. 8, no. 2, pp. 179–187, 1962.

[164] S. Xiang, F. Nie, and C. Zhang, “Learning a mahalanobis distance metric

for data clustering and classification,” Pattern Recognition, vol. 41, no. 12,

pp. 3600–3612, 2008.

[165] J. Deng, A. Berg, S. Satheesh, H. Su, A. Khosla, and L. Fei-Fei, “Imagenet large

scale visual recognition competition ILSVRC,” 2012.

[166] M. Marszalek, I. Laptev, and C. Schmid, “Actions in context,” in Proceedings

of IEEE Conference in International Conference on Computer Vision, (Miami,

FL), pp. 2929–2936, IEEE, Jun 2009.

[167] H. Kuehne, H. Jhuang, E. Garrote, T. Poggio, and T. Serre, “HMDB: a large

video database for human motion recognition,” in Proceedings of the IEEE In-

ternational Conference on Computer Vision, 2011.

[168] E. Vig, M. Dorr, and D. Cox, “Space-variant descriptor sampling for action

recognition based on saliency and eye movements,” in Proceedings of Euro-

pean Conference on Computer Vision, (Florence, ITA), pp. 84–97, Springer,

Oct 2012.

131



[169] Y.-G. Jiang, Q. Dai, X. Xue, W. Liu, and C.-W. Ngo, “Trajectory-based mod-

eling of human actions with motion reference points,” in Proceedings of Euro-

pean Conference on Computer Vision, (Florence, ITA), pp. 425–438, Springer,

Oct 2012.

[170] S. Mathe and C. Sminchisescu, “Dynamic eye movement datasets and learnt

saliency models for visual action recognition,” in Proceedings of European Con-

ference on Computer Vision, pp. 842–856, Florence, ITA: Springer, Oct 2012.

[171] Y. Zhu and S. D. Newsam, “Depth2action: Exploring embedded depth for large-

scale action recognition,” CoRR, vol. abs/1608.04339, 2016.

[172] M. M. Ullah, S. N. Parizi, and I. Laptev, “Improving bag-of-features action

recognition with non-local cues.,” in Proceedings of British Machine Vision

Conference, vol. 10, pp. 95–1, 2010.

[173] H. Possegger, T. Mauthner, and H. Bischof, “In defense of color-based model-

free tracking,” in Proceedings of the IEEE Conference on Computer Vision and

Pattern Recognition, pp. 2113–2120, 2015.

[174] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look once: Uni-

fied, real-time object detection,” in Proceedings of the IEEE Conference on

Computer Vision and Pattern Recognition, pp. 779–788, 2016.

[175] C. C. Aggarwal, A. Hinneburg, and D. A. Keim, “On the surprising behavior of

distance metrics in high dimensional space,” in Proceedings of the International

Conference on Database Theory, pp. 420–434, Springer, 2001.
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