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Continuous Hydrological Modelling Using Soil Moisture Accounting for  

Water Resources Assessment in the Kelani River Basin, Sri Lanka 

ABSTRACT 

The assessment of water resources in a river basin for fulfilling various needs in the present 

and future requires a proper estimation of water availability. This is possible through 

hydrological modelling. The Kelani river basin in Sri Lanka experiences water stress under 

the current water uses, development, and urbanization effects. It requires a continuous 

hydrological model for the assessment of its water resources, focusing on impending climate 

change impacts. Continuous hydrological models, unlike event-based models, simulate longer 

periods that include both dry and wet conditions. Soil moisture accounting (SMA) model in 

the Hydrologic Engineering Centre-Hydrologic Modelling System (HEC-HMS) is chosen to 

simulate the streamflow. However, the SMA loss model requires precise and updated soil and 

land use data for parameter estimation, which is not available for the study area. In addition, 

the lumped nature of the model comparing to distributed models is also in question. This 

research discusses the development, parametrization and calibration methodologies for the 14 

parameters of the HEC-HMS model with the SMA algorithm by considering a catchment 

divided into several sub-catchments. This division is based on the maximum drainage area 

method to improve the model accuracy in a scarce soil data situation.  

The SMA loss model requires 14 parameters to be set. Among these, the impervious 

percentage is calculated from a land use map; the groundwater 1 and 2 storage as well as the 

groundwater 1 and 2 coefficients are calculated through the streamflow recession analysis. 

The maximum infiltration, soil storage, tension storage, and soil percolation rate are calculated 

from the similar studies; and the groundwater 1 and 2 percolation with four initial parameters 

are calculated only through a calibration procedure. The model is calibrated using daily data 

from 2007 to 2012 and validated from 2012 to 2017. The mean ratio of absolute error (MRAE) 

is used as a primary objective function. The coefficient of determination (R2), percent volume 

error (PVE), and Nash-Sutcliffe efficiency (NSE) are also used to compare and evaluate the 

model performance.  

The results indicate that the performance of the rainfall-runoff model significantly improves 

when the basin is subdivided into three to eight sub-catchments and the optimum result is 

found with the five sub-catchments. For the calibration period, the performance of the model 

is adequate with a R2 of 0.83, a NSE of 0.82, a PVE of 5.3%, and a MRAE = of 0.38. Similarly, 

adequate results are also retrieved for the validation period, with a R2 of 0.81, a NSE of 0.80, 

a PVE of 13.1%, and a MRAE of 0.36. The results of the statistical analysis indicate that the 

simulated and observed flows are reasonably well correlated. The parameter analysis shows 

that the soil percolation and tension zone storage rates are the most sensitive and second 

storage of ground water (GW2) is the least sensitive parameters. Furthermore, for the Kelani 

river basin up to the Hanwella catchment, the simple surface, simple canopy, ModClark, 

recession and Muskingum methods are found to be the most suitable methods alongside the 

SMA model. 

The model performance can potentially be improved through further calibration using hourly 

climatic input data instead of daily data and with using multiple gauging stations instead of 

single gauge station. In the future, the validated HEC-HMS model can be employed with 

seasonal climate forecasts under long-range land use and climate projections. Besides, radar-

based precipitation data can be used to represent the climatic variability on a grid-based scale. 

Keywords: Multi sub-catchment comparison, SMA parameter estimation, soil scarcity    

situation, watershed subdivision  
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1 INTRODUCTION 

1.1 General 

The assessment of water resources is a primary requisite to formulate long term 

sustainable management strategies and to combat the present global water scarcity 

issues. Hydrologic models that comprise the integration of key hydrologic processes 

are appropriate tools for such assessments. However, the hydrological modelling, 

which is a simplified representation of a real situation, is a challenging task, 

particularly for regions with limited available data. Hydrologic models should be well 

calibrated, and their performance should be evaluated to provide reliable results.  

Hydrologic models are used for a variety of purposes, such as streamflow forecasting, 

flood inundation mapping, infrastructures design, and water supply planning. Many 

hydrological models, such as those developed by the Natural Resources Conservation 

Service (NRCS), the curve number-based (CN) model by the US Army Corps of 

Engineers (USACE), and the Hydrologic Engineering Centre Hydrologic Modelling 

Software (HEC-HMS), which are widely used today, primarily focus on surface 

processes but ignore or simplify soil profiles. Soil moisture accounting models exist 

but are rarely employed due to the challenges of parameter estimation and calibration 

(Bouvier, Tramblay, & Martin, 2010). There is a need to clarify the soil profile's impact 

on streamflow to better use it in planning practices. 

Rainfall-runoff modelling, or hydrological modelling is a significant component in 

hydrological studies (Kanchanamala, Herath, & Nandalal, 2016). There are two 

approaches in rainfall-runoff modelling which are the lumped, and distributed 

approaches. Lumped models consider the whole catchment as a single unit with similar 

or homogeneous spatial variability. However, in reality, the process of runoff in a 

catchment varies so significantly with time and space that it is hard to find even a small 

catchment with such homogeneous spatial variability. Thus, distributed models 

represent reality more accurately other than lumped models. Though distributed 

models are much more precise, simulation is a tedious job that requires more data, 

time, and effort. Therefore, many modellers prefer using only lumped model.    
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An application of a distributed models to the Coweeta river basin in the USA reveals 

that the topography strongly influences a representative elementary area. This study 

found that the variability of rainfall and soil between sub-catchments increases the 

variability of runoff generation between sub-catchments (Wood & Sivapalan, 1988). 

Another study carried out on the Lucky Hills watershed to study the effects of scale in 

the KINEROS model shows a reducing runoff volume, peak, and sediment yield per 

unit area when the watershed size increases (Canfield & Goodrich, 1995). The effects 

of spatial input data resolution on hydrological modelling are investigated using the 

PCRXAJ distributed hydrological model and indicate that an increase in the grid size 

causes the loss of important information, which in turn results in a decrease of the 

model efficiency (Yildiz & Barros, 2009).  

The effects of watershed subdivision on the values of calibrated model parameters, 

hydrological processes, and the subsequent interpretation of water balance 

components using the HEC-HMS model have been reported by Li, Zhang, and Wang 

(2013) and Kanchanamala, Herath, and Nandalal (2016). Hydrological modelling has 

become important in Sri Lanka due to the variety of development activities are 

affecting water resources. Whether to use lumped or distributed models is of interest 

to many modellers who are applying the HEC-HMS model, but only vague and 

ambiguous guidelines are available at present in assessing the efficiency of these 

models. This research presents an investigation on the possibility of improving the 

accuracy of lumped hydrological model by dividing moderate and large catchments 

into several sub-catchments in a soil-data-scarce situation focusing on the Kelani- 

Ganga river basin up to the Hanwella catchment.  

Continuous hydrologic modelling synthesizes hydrologic processes and phenomena 

(i.e., synthetic responses of the basin to several rain events and their cumulative 

effects) over a longer period that includes both wet and dry conditions (Chu & 

Steinman, 2009). Many studies have reported the successful use of the HEC-HMS 

model to simulate different basins around the world. However, very few studies have 

reported long-term hydrological simulation using HEC-HMS in Sri Lankan basins. 

Anticipating the importance of rainfall-runoff modelling for future water resources 

management, a study needs to be conducted for the modelling of streamflow using a 
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continuous SMA algorithm in the HEC-HMS conceptual model for the Kelani river 

basin in Sri Lanka.  

Soil moisture accounting exists as one of the loss methods in the HEC-HMS model to 

simulate rainfall-runoff processes, but due to the wide range of parameters and huge 

amount of data, it is rarely used by researchers and modellers in the Sri Lankan context 

(Jayadeera, 2016). The SMA model is suitable for high altitude areas with prolonged 

series of rainfall events because it shows better results that the widely used SCS curve 

number method (Haque, Hossain, Hashimoto, & Salehin, 2017). The SCS curve 

number method is used to simulate flow for upper river basins using of the HEC-HMS 

models where the underestimation of flows was observed when applied over long 

simulation periods (Ali, Narzis, & Haque, 2016). A study on the Kalu Ganga river 

basin in Sri Lanka using the Green and Ampt loss method indicates that the low flow 

is underestimated. The peak and magnitude do not match either (Jayadeera, 2016). In 

this research, the SMA loss method was applied for a part of the Kelani Ganga river 

basin in Sri Lanka to examine the efficiency of this model compare to other available 

loss methods in the HEC-HMS model.  

Understanding the rainfall-runoff process in the Kelani river basin has significant 

societal and economic benefits for both the commercial capital (Colombo) and as well 

as the administrative capital (Sri Jayawardenapura Kotte) of Sri Lanka. The Colombo 

district has a population of 2.2 million concentrated within an area of 642 km2. 

According to the census of population and housing in 2001, it has a population density 

that is approximately 10 times higher than that of the rest parts of the island. 

Urbanization in the district has contributed to changes in rainfall-runoff and drainage 

mechanisms in the lower Kelani river basin. Floods have become more frequent in 

those districts over recent decades, causing significant economic losses to the country 

and disruptions to the lives of communities along and around the riverbanks. The 

Kelani river basin is also the primary source of drinking water for the population in 

the Colombo district. Thus, the simulation of continuous streamflow in the Kelani river 

is important for water managers and decision makers. 

Optimum management of the water resources of this inter-state river basin under 

changing climatic scenarios is of utmost importance regarding the fact that rapid 
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urbanization, deforestation, mineral exploitation, industrialization and agricultural 

expansion are taking place all over the basin. It may further be noted that to the best 

of our knowledge, there is no work-related, to the calibration and validation of the 

HEC-HMS with the SMA algorithm regarding the Kelan river basin in Sri Lanka. It is 

also worth mentioning that the HEC-HMS model has been used successfully by 

researchers worldwide (Fleming & Neary, 2004; McColl & Aggett, 2007; Yusop, 

Chan, and Katimon, 2007; Oleyiblo & LI, 2010).  

The HEC-HMS model with the SMA algorithm is rarely used around the world, 

especially in regions with limited soil data. Unlike other models, the SMA model 

requires the hydraulic properties of soil, which make the job of modelling very 

difficult. This research tries to discover a methodology for applying the SMA model 

in a region where soil data is scarce. It tries to show modellers that even without the 

required soil data, they can use this model for their objectives in any catchment around 

the word. With the use of the HEC-HMS model for different hydrological purposes by 

modellers, there is still uncertainty over whether to select lumped or distributed models 

with an unknown number of sub-catchments to increase the accuracy of results. This 

research tries to compare a single catchment with multiple sub-catchments to find the 

best results, especially for water resource assessment and flooding purposes. In the 

process of different modelling methods were used conjunction with SMA, which helps 

to model the natural processes. This research will find the best methods for use 

alongside SMA model to get optimum results. 

Parameter estimations for the SMA model along with other methods are a challenging 

and require deep study of parameter behaviours. Many types of research related to 

hydrological modelling require parameters that need to be estimated using soil, land 

use, and climatic data. This research presents an alternative for estimating the 

parameters required to well simulate the streamflow. This research will open the door 

of future research regarding the behaviours and estimation of hydrologic parameters 

in a soil-data-scarce situation. 

This research develops a methodology for parameter estimation for a HEC-HMS 

model with an SMA algorithm in a soil-data-scarce situation. It also compares the 

lumped model and distributed models which can better simulate streamflow with daily 

time steps in a part of the Kelani Ganga river basin in Sri Lanka.   
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1.2 Problem statement 

The assessment of water resources in the Kelani Ganga river basin in Sri Lanka is both 

necessary and difficult. So far, there is no model available for the basin that precisely 

simulates low and intermediate flows with the high accuracy that would be useful for 

researchers and water managers. Due to the lack of soil data, most of the researchers 

avoid modelling of low and intermediate flows of this river. Some models exist for the 

respective basins for flood study purposes, but intermediate and low flows require a 

more precise hydrological model. In addition to how to deal with the lack of soil data, 

determining the number of sub-catchments for accurate modelling is always a matter 

of research question which this research investigates. The reasons for selecting the 

Kelani Ganga river basin were the availability of rainfall and streamflow data, the 

necessity for future infrastructure projects, ongoing urbanization, climate change, the 

nature of the basin concerning floods, and the existence of multiple water demands.    

1.3 Objectives of the study  

The objectives of this research are classified into two sections as follows. 

 Overall objective 

The overall objective is to develop, calibrate, and verify the SMA loss model with the 

HEC-HMS model in a soil-data-scarce situation considering the effect of watershed 

subdivisions on improving the accuracy of the model for water resource assessment 

purposes.   

 Specific objectives 

The specific objectives include the following: 

1. Development of parametrisation and calibration methodologies for the HEC-

HMS model using SMA algorithm in soil-data-scarce situations. 

2. Determining of the suitability of the HEC-HMS model with the SMA 

algorithm in the studied catchment. 

3. Investigating the multiple sub-catchment effect on the overall efficiency of the 

model. 

4. Deriving recommendations for better water resource management and future 

studies.  
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2 LITERATURE REVIEW 

2.1 Hydrological models 

Hydrologic models are a simplifications of real-world systems (e.g., surface water, soil 

water, wetlands, groundwater, and estuaries) that aid their users in understanding, 

predicting, and managing water resources. Both the quantity and quality of water flows 

are commonly studied using hydrologic models. In other words, hydrological models 

are simplified representations of the actual hydrological cycle that are widely used to 

help in providing sustainable solutions for integrated water resources planning and 

management. 

The application of mathematical, physical, and semi-physical models in water resource 

planning and forecasting has become increasingly popular during recent decades in Sri 

Lanka with the introduction of microcomputers. Numerical models in simulations of 

river flows are used in the planning of water resource projects and real-time flood 

forecasting (Dharmasena, 1997). 

2.2 Type of hydrological models 

Hydrologic models can be classified based on their capabilities and limitations. 

According to Chow, Maidment, and Mays (1988), hydrological models can be divided 

into two broad categories: physical and abstract (mathematical) models. A physically 

based model is a mathematically idealised representation of a real phenomenon which 

includes the physical processes of a catchment (Devi, Ganasri, & Dwarakish, 2015). 

Physical models can be further divided into two groups: scale models and analog 

models. A scale model is a physical representation of a real system that maintains 

relationships between important aspects of the system. Analog models are based on 

analogous ways to represent the process being studied (i.e., the flow of electricity 

follows the same fundamental principles as the flow of water). 

Models that are developed using logical programming languages and mathematical 

concepts to explain the land phases of the hydrological cycle in space and time are 

called abstract (mathematical) models (Jajarmizadeh, Harun, & Salarpour, 2012). 

According to Chow et al. (1988), a mathematical model can be classified as 

deterministic and stochastic. In deterministic models, outcomes are determined by 
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known relationships among states and events without the consideration of random 

variation. In other words, a deterministic model will always produce the same output 

for a single input value and does not account for randomness. In a stochastic model, 

on the other hand, different values of outputs can be produced for a single set of inputs 

that include some randomness. Cunderlik J. (2003) stated that deterministic models 

could be divided into three broad categories: lumped, distributed, and semi-distributed. 

Lumped models consider the catchment as a whole, with state variables that represent 

averages over the entire basin (Beven, 2001). Distributed models have state variables 

that represent local averages, in which the catchment is divided into cells or a grid net 

and flows are passed from one cell (node) to another as water drains through the basin 

(Xu C.-y. , 2002). 

According to Arnold, Srinivasan, Muttiah, and J. (1998), distributed models usually 

requires an extensive amount of data for parameterization. Further, Geethalakshmi, 

Umetsu, Palanisamy, and Yatagai (2009) stated that due to a lack of data, a full 

understanding of hydrological basins is unachievable via fully-distributed models. 

However, lumped models do not account for land use or the spatial variability of the 

hydrological process (Ghaffari, 2011). A model that has some of the advantages of 

both types of spatial representation is called a semi-distributed model. A semi-

distributed model partly accounts for variations in space with the division of a 

catchment into sub-basins. This model is more physical in comparison with the lumped 

model but requires less data than the fully-distributed model (Jajarmizadeh, Harun, & 

Salarpour, 2012). This category of model can be further divided into event-based and 

continuous hydrological models. Event-based models account for a single 

hydrological event, like a storm, a flood or soil moisture, considering a relatively short 

period of time. Continuous hydrological models simulate multiple state variables (e.g., 

soil moisture, surface storage) for a longer period. The classification is shown in Figure 

2-1. 
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2.3 HEC-HMS with SMA algorithm 

The primary distinction in using the SMA model with the HEC-HMS model is the 

evapotranspiration and groundwater seepage flow that can be ignored in event-based 

modelling but not in continuous hydrological modelling. Soil moisture has a 

significant influence on the hydrological response of a watershed. However, it is rarely 

tracked in simulation models due to the complexity of the model structure and 

challenges of parameter estimation (Bouvier, Tramblay, and Martin, 2010; Holberg, 

2015). In HEC-HMS, the soil moisture accounting algorithm and deficit-constant loss 

methods are the only loss methods that account for the evapotranspiration process 

(Samady, 2017). 

The Hydrologic Engineering Centre Hydrologic Modelling System, developed by the 

US Army Corps of Engineers, is a physical and deterministic model, supporting both 

lumped and distributed models (Madsen, 2000). The HEC-HMS model is used to 

simulate rainfall-runoff correlation, and due to its capability in short-time simulations, 

ease of use, and the use of common methods it has become a popular and reliable 

hydrologic model (Arekhi, 2012). It is intended to simulate the precipitation-runoff 

process of dendritic watershed systems (USACE, 2016). The HEC-HMS model has 

been used for studies of water availability, urban drainage, flow forecasting, future 

urbanization impact, reservoir spillway design, flood damage reduction, flood plain 

regulation, and systems operation (HEC, 2000). 

For estimations of the Kelani river basin streamflow for water resources assessment, 

the SMA model was used in this research due to the necessity of long period 

simulation. The results of this model will useful to designers and planners for the 

assessment of water resources, floods, and drought for future infrastructure projects 

and for providing continuous drinking water to the Colombo district. The water loss 

through soil moisture, infiltration, and evaporation cannot be ignored. The HEC-HMS 

model was used because of its capability and simplicity and because it has been 

successfully calibrated and verified in many watersheds and river basins around the 

world. In addition, the free availability of the software that supports the SMA 

algorithm was a key factor for selecting it in this research.  
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2.4 Model structure  

The model used in this study, HEC-HMS 4.2, was developed by the United States 

Army Corps of Engineers and designed to simulate the precipitation-runoff processes 

of dendritic watershed systems (R. Meenu, 2012). The HEC-HMS model setup 

consists of a basin model, a meteorological model, control specifications, and an input 

data time series (USACE, 2016). 

Four main components that are created for developing an HEC-HMS project are:   

• a basin model manager,  

• a meteorological model manager,  

• a control specifications manager, and 

• input data (a time series, paired data, and gridded data).  

2.4.1 Basin model 

The basin model manager (watershed model) is a representation of a real-world object 

that describes the different elements of the hydrological system, such as sub-

watersheds, reaches, junctions, sources, sinks, reservoirs, and diversions, that have to 

be included in a model with the help of HEC-GeoHMS, or manually inside the HEC-

HMS. Each of these elements needs some parameters to define its interactions in a 

hydrological system (Bhuiyan, McNairn, Powers, & Merzouki, 2017). These elements 

are inter-linked to facilitate the flow of water and to create a dendritic network.  

2.4.2 Control specifications manager 

A Control specifications manager was one of the main components of the project, and 

is principally used to control the time intervals of the simulation. 

2.4.3 Meteorological component 

The meteorological component is the first computational element by means of which 

precipitation input is spatially and temporally distributed over the river basin. 

Spatiotemporal precipitation distribution is accomplished by the inverse distance and 

Thiessen methods. Several methods for evapotranspiration computations exist, 

including the Thornthwaite and Penman-Monteith methods. In addition, it is always 

possible that several basins with several control specification managers and 
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meteorological components could be made inside the HEC-HMS model and compared 

with one another, especially during the simulation procedure.  

2.4.4 Input data  

A hydrologic model often requires a time-series of precipitation data for estimating 

average basin rainfall. A time-series of flow data is often called the observed flow or 

observed discharge. This main component provides the inputs for all the 

meteorological data such as rainfall, observed discharge, evapotranspiration, wind 

speed, humidity, and sunshine hours.  

2.5 Soil moisture accounting  

The SMA loss method is used to investigate soil profile behaviour via downward 

model development. The SMA in HEC-HMS model conceptually divides the 

movement of rainfall into soil into five zones. In order to simulate the hydrologic 

processes of these five zones, which consist of interception, surface depression storage, 

infiltration, soil storage, percolation, and groundwater storage, 12 parameters need to 

be estimated. For simulation of the movement of water through the storage zones, the 

following measures are required for the model: the maximum depths of each storage 

zone, the percentage that each storage zone is filled at the beginning of the simulation, 

and the transfer rates, such as the maximum infiltration rate.  

In addition to precipitation, the other input for the soil moisture accounting algorithm 

is the potential evapotranspiration rate (HEC, 2000). The SMA method in the HEC-

HMS model is the most flexible and extensive loss method available ( Figure 2-2). To 

fully define these eight storage components of the SMA model, a total of 17 parameters 

are required. Soil moisture accounting is heavily based on Leavesley’s Precipitation-

Runoff Modelling System (PRMS). Its basic operations are described below (Ford, 

Pingel, & DeVries, 2008). 

The SMA method in the HEC-HMS model is a one-dimensional, semi-distributed 

representation of soil processes. One-dimensional hydrologic models only allow water 

to flow in one direction during a time-step. This works well for many applications but 

has the potential to decrease model accuracy at large spatial scales. Greater variability 

in topography and soil type is likely to occur when a large spatial scale is considered. 
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Figure 2-2 Schematic of SMA model (HEC, 2000) 

A one-dimensional model may fail to capture the complex flow behaviour that results 

from a varied landscape and anisotropic soils. The HEC-HMS attempts to solve these 

issues through semi-distributed modelling capabilities and multiple storage 

components in the soil profile. A complete description of the mathematical models can 

be found in the model’s technical manuals, HEC (2000) and Bennett (1998). Soil 

moisture accounting takes a precipitation hyetograph as its input and routes it through 

canopy, surface, and soil storages, taking into account groundwater, base flow, and 

evapotranspiration processes before outputting a streamflow hydrograph.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

When precipitation occurs, first the canopy storage is filled. The surface storage is 

next. Once both of these storage components are filled, precipitation has a chance of 

infiltrating into the ground. If the precipitation intensity is greater than the maximum 
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infiltration capacity of the soil profile, the excess precipitation will become surface 

runoff instead of infiltrating. 

When precipitation infiltrates into the soil, it fills the tension zone first, and then the 

upper zone. Precipitation can percolate from the upper zone into the groundwater layer 

1 (GW1) storage, but not from the tension zone. Some water in GW1will be routed to 

the first base flow reservoir while the rest percolates down to groundwater layer 2 

(GW2). From GW2, water can be transferred to the second base flow reservoir. 

Otherwise, it percolates down to a deep aquifer and is considered lost from the system. 

Water in the base flow reservoirs is transformed to streamflow based on the 

characteristics of the reservoirs, such as the quantity and flow coefficient.  

When precipitation does not occur, evapotranspiration occurs if water is present in the 

system. The rate of evapotranspiration is dependent upon the weather conditions of the 

region, but common values for temperate climates are about 170 mm per month during 

the summer season and 13 mm per month in the winter months (Fleming & Neary, 

2004). Evapotranspiration first occurs from the canopy storage, then the surface 

storage. If sufficient water is not present in the first two storage components to fulfil 

the evapotranspiration potential, water is first removed from the upper zone storage. 

When evapotranspiration occurs from one of these three storages, water is lost from 

the system at the potential evapotranspiration rate. If evapotranspiration is still not 

satisfied, then water is removed from the tension zone storage. Evapotranspiration 

from the tension zone storage occurs at a decreased rate based on the current soil 

storage depth and the maximum storage capacity of the tension zone. 

The SMA model was first used by the United States Army Corps of Engineers 

(USACE) in the Nashville district, which encompasses 46,422 km2, to evaluate the 

performance of the HMS model with the SMA algorithm. That study found a 

methodology for estimating parameter values by selecting the fewest possible 

parameters to adjust during model calibration and minimizing the uncertainties 

associated with setting a parameter’s initial state (Fleming & Neary, 2004). 

The HEC-HMS model is used in flood forecasting in the Sturgeon Creek watershed in 

Manitoba Canada, with an SMA algorithm. In a study applying event and continuous 

modelling of the HEC-HMS model, sufficient agreement was confirmed between 

observed and simulated flows. The results of that study clearly show that the HEC-
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HMS model can be an appropriate tool for flood forecasting at the HFC in Manitoba 

(Bhuiyan, McNairn, Powers, & Merzouki, 2017).  

2.6 Continuous hydrological modelling with the SMA algorithm  

Continuous hydrologic models, unlike event-based models, account for a watershed’s 

soil moisture balance over a long-term period and are suitable for simulating daily, 

monthly, and seasonal streamflow (Ponce, 1989). 

Fleming and Neary (2004) simulated the streamflow in the Cumberland river basin. 

They developed a methodology for estimating twelfth SMA parameters. A geographic 

information system (GIS) was used for estimating seven parameters, and the remaining 

parameters were estimated via streamflow recession analysis. In order to allow 

calibration and validation processes inside the watershed, it was divided into five sub-

watersheds that each had a gauge on its outlet. For the time that surface runoff was 

contributing to streamflow, the tension zone depth was adjusted, and emphasis was 

placed on matching the observed and simulated streamflow peaks. The remaining 

parameters were adjusted to match simulated and observed peak flows when inter-flow 

and groundwater flow were the main contributors to the streamflow. Although the 

results showed reasonable matching, the daily data used in this study as for six years, 

and the evaporation data was had a monthly scale, which could potentially have 

affected the model accuracy. Parameter estimation using streamflow recession 

analysis was used for the Kelani river basin. To improve the accuracy of the model, 

further calibration and validation was carried out based on the gauged outlet located 

inside the basin. Emphasize in this model was placed on matching the peak flows in 

the calibration and validation periods.  

A continuous hydrologic model (CHM) with SMA used in the Karkheh river basin 

(KRB) of Iran for area of more than 50,000 km2. Manual calibration was performed to 

ensure the physical relevance of the HEC-HMS model parameter values. Manual 

parameters calibration begins with an educated estimate of initial parameters to run the 

model. The KRB model was developed at daily time scales using a 14-years simulation 

horizon (1987–2000) split between calibration (1994–2000) and validation (1987–

1994) periods. Because manual calibration entails changing each parameter value in a 
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user-defined setting, it is often a time-consuming procedure complicated by a 

multitude of interacting parameters. To address this setback, an event-based 

calibration technique (EBCT) was implemented for the KRB and its interior sub-

basins. A sensitivity analysis provided insights into the basin’s snowfall and melt 

characteristics, distinguishing antecedent temperature index (ATI), cold rate 

coefficient, and baseflow recession coefficients as key parameters affecting 

hydrograph shape and magnitude of the peak flow. Results based on goodness of fit 

metrics suggests that event-based parameter estimation using seasonal characteristics 

improved the efficiency and accuracy of the continuous HEC-HMS model (CORRL 

and NSE 0.78–0.87 and 0.5–0.7, respectively) while facilitating application to a large, 

data-poor river basin with heterogeneous climatic condition (Rahman Davtalab, et al., 

2015). 

Continuous hydrological modelling with the SMA algorithm for the loss method was 

used in the Vamsadhara river basin in India for a 7,921km2 catchment area. The Clark 

UH method, and the exponential recession method, and the Muskingum routing 

method were selected to model rainfall excess transform, baseflow, and reach routing 

respectively. This model was successfully calibrated and verified from 1984 to 1989 

for the calibration period and from 1990 to 1993 for the validation period. The basin 

was discretized into smaller sub-basins, and semi-distributed models were applied to 

every sub-basin. For the evaporation period, due to a lack of data, the Thornwaite 

method was applied. The overall model efficiencies (EFF) given by the Nash Sutcliffe 

Efficiency criteria were 0.701 and 0.762 for the calibration and validation periods, 

respectively; indicating a good model fit. A sensitivity analysis of the model reveals 

that soil storage, soil percolation rate, maximum infiltration rate, percentage 

impervious area, and tension soil storage are the most sensitive parameters, with the 

soil storage being the most sensitive and the GW2 percolation rate being the least 

sensitive. From an overall evaluation, it could be included that the SMA algorithm 

available in the HEC-HMS model could be used to model streamflow in the 

Vamsadhara river basin (Rahul Singh & K.Jain, 2015). 

A study conducted to apply and HEC-HMS model to predict streamflow in the Stung 

Sangker catchment, located in Tonlesap Lake basin in Cambodia, showed that the 



 

 

15 

 

calibration was acceptable on a monthly basis. In addition, it was found that the most 

sensitive method is the SMA loss method, which has10 parameters for calibration. The 

most sensitive parameters in this method are tension storage, groundwater two storage, 

soil percolation, and the groundwater 1 coefficient. The model performance was 

evaluated by Nash-Sutcliffe Efficiency criteria, which resulted in values of 0.44 for 

daily time steps and 0.71 for monthly time steps. The percent biases (PBIASs) for daily 

and monthly simulation were 4.13% and 3.56% respectively, indicating a satisfactory 

model fit. The results indicate that the HEC-HMS conceptual model can be used to 

simulate streamflow in the Stung Sangke catchment on a continuous time scale, 

particularly on a monthly basis. It also demonstrates that there was clear seasonal 

variation in monthly water availability, especially during both the wet and dry seasons 

(Sok & Oeurng, 2016). 

2.7 Sensitivity analysis 

A study carried out on the Cumberland river basin showed that the maximum 

infiltration rate, maximum soil depth, and the tension zone depth caused the most 

variation. There were recognized as the most sensitive parameters (Fleming & Neary, 

2004).  

Samady (2017) applied the HEC-HMS model with an SMA algorithm to simulate 

streamflow for studying the effect of drought on the lower Colorado River in Texas. 

The results of a sensitivity analysis indicate that the maximum soil storage, maximum 

infiltration rate, tension zone storage, baseflow (GW2) storage, and deep percolation 

rate had more of an effect on the simulation results compared to other parameters. To 

minimize the calibration parameters and not overfit, only the interflow storage capacity 

(GW1) and the deep percolation rate (GW2) parameters were adjusted during the 

model calibration. The GW2 percolation rate is a conceptual parameter with a high 

sensitivity.  

According to Linseley, Koiuer, M.A., and Paulus (1958) the inflection point on the 

receding limb of a hydrograph marks where surface flow has stopped contributing to 

the runoff. The runoff after that is the result of adding the interflow and groundwater. 

During sensitive analysis, it is important to check the uniformity and non-uniformity 
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of the contributions of interflow and groundwater flow through the years. In a 

Cumberland sub-watershed called Byrdstown, the interflow and groundwater flow are 

did not uniformly contribute to the streamflow. The GW2 percolation rate is a 

conceptual parameter with a high sensitivity, and thus it is often selected as a 

calibration parameter (Samady, 2017). when studying the Kelani river basin, the GW2 

parameter was be checked in order to verify which parameter is the most sensitive.  

2.8 Parameter estimation  

Fleming and Neary (2004) estimated the seven parameters (canopy interception 

storage, surface depression storage, maximum infiltration rate, maximum soil storage, 

tension zone storage, soil zone percolation rate, and groundwater one percolation rate) 

of the SMA model. According to their study, 12 parameters were estimated from the 

landuse, land cover, and soil data by GIS. The surface depression storage was 

estimated according to Bennett and Peters (2000), as presented in Table 2-1.   

  Table 2-1 Surface depression storage values 

  Source: Surface storage values from Bennet et al. (2000) 

Four of the parameters (groundwater 1, two storage depths, and the storage 

coefficients) were estimated by the streamflow recession analysis of historic 

streamflow measurements. The groundwater 2 percolation rate was the only parameter 

that was not estimated from the methods mentioned above, but it was adjusted during 

the model calibration.  

 Parameter estimation using land cover and landuse 

The precipitation intercepted by vegetation is called canopy interception. The canopy 

storage capacity varies with the vegetation structure and meteorological factors. 

Canopy storage can be calculated using the landuse and land cover classes and canopy 

interception values provided in Table 2-2, as suggested by Bennett et al. (2000). 

Description Slope % Surface storage (mm) 

Paved impervious areas NA 3.2-6.4 

Steep, smooth slopes >30 1.0 

Moderate to gentle slope 5-30 12.7 -6.5 

Flat, furrowed land 0-5 50.8 
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 Table 2-2 Canopy storage values 

Vegetation type Canopy interception (mm) 

General vegetation 1.27 

Grasses and deciduous trees 2.032 

Trees and coniferous trees 2.54 

 Initial parameter estimation 

The estimated and calibrated parameters obtained from the similar studies Fleming et 

al. (2004); McEnroe (2010); Gyawali et al. (2013); Holberg (2015) and Samady (2017) 

suggests that the estimated parameters are generally in the same range, except that the 

impervious surface values are lower than the values used in other studies because the 

impervious percentage is defer from place to place. For the Kelani river basin, the 

initial parameter was used according to the literature review.   

2.9 Model calibration 

In the HEC-HMS model, two kinds of calibration strategies exist: manual and 

automated. Both of them has the functionality to minimize the objective functions. 

Here, both of them are explained. 

 Automated calibration 

The automatic calibration procedure in the HEC-HMS model uses an iterative method 

to minimize an objective function, such as the sum of the absolute error, the sum of 

the squared error, the percent error in the peak, and the peak-weighted root means 

square error (HEC, 2000). 

 Manual calibration  

The default values in the HEC-HMS model do not always produce a reasonable result 

because the range of each parameter varies a lot. In the case of the storage depths and 

storage coefficients, these limits are 2.54–1,500.00 mm and 0.1–10,000 hr respectively 

(Fleming & Neary, 2004). Fleming et al. (2004) applied the HEC-HMS model to the 

Cumberland river basin. Data for that study included years 1994 to 1999. Out of those 

years, 1994, 1998, and 1999 were chosen for calibration because they represented 

 Source: Fleming (2002) and Bennett (2000) 
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relatively average ratios of runoff to rainfall in the six years of data. Both manual and 

automated calibration methods were adopted.  

In conclusion, manual calibration helps to determine a practical range of parameter 

values, while automated calibration is used to refine the search for the optimum 

parameter values. For the Kelani river basin, both manual and automated calibration 

methods were adopted.  

2.10  Model validation 

Refsgaard and Knudsen (1996) defined model validation as “the process of 

demonstrating that a given site-specific model is capable of making accurate 

predictions for periods outside a calibration period”.  Model validation is used to 

determine the effectiveness of parametrization and calibration methodologies. Based 

on Refsgaard et al. (1996), model validation “involves calibration of a model based 

on 3–5 years of data and validation for another period of similar length”. 

A study on the Cumberland river basin by Fleming et al. (2004) was carried out and 

out of six years’ data from 1994 to 1999, only 1995, 1997, and 1996 were selected as 

the validation periods because they displayed the lowest and highest runoff to rainfall 

ratios. For the Kelani river basin, the validation period was selected from the years 

that displayed the lowest and highest runoff to rainfall ratios.  

2.11 Evapotranspiration 

Evapotranspiration is a combined process of water vaporizations from soil and 

vegetative surfaces and transpiration through plant canopies. In the SMA model, it is 

defined as loss of water from canopy interception, surface depressions, and soil profile 

storage (USACE, 2016). The HEC-HMS model provides seven optional methods for 

calculating evapotranspiration, including annual and monthly average 

evapotranspiration, the Priestley-Taylor, the Penman-Monteith method, and 

evapotranspiration specified for each time step (Samady, 2017).  

2.12 Streamflow classification  

According to Wijesekera (2018) there is minimal guidance for determining streamflow 

thresholds systematically in a particular watershed. Monthly flow duration curves 
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demonstrate an easy way to capture streamflow thresholds compared to daily flow 

duration curves (Wijesekera S. N., 2018). Flows within the range of 70-99% time 

exceedance are usually most widely used as low flows (Smakhtin, 2000). 

Yilmaz, Gupta, and Wagener (2008) in a diagnostic approach to model evaluation 

applied to the NWS distributed hydrologic model, divided flow duration curves into 

three categories based on flow exceedance probabilities with 0-0.02 flow exceedance 

probabilities for high flows, 0.2-0.7 as the exceedance limits for intermediate flows, 

and the rest as low flows. According to Cai, Wang, Xu, and Yue ( 2016) an inexact 

two-stage stochastic programming model for sustainable utilization of water resource 

in Dalian city evaluating regional hydrological models used the same thresholds 

reported by Yilmaz, Gupta, and Wagener (2008). Wijesekera (2018) in the evaluation 

of streamflow classifications for Kalu Ganga and Gin Ganga, developed duration 

curves for both watersheds considering the probability of exceedance. In his findings, 

he mentioned that there should be a consistency in each category relating to the PoR 

slope curve, but it should be within the ranges proposed by the literature. 

2.13 Objective function 

Model testing typically includes two steps: calibration and verification. 

Correspondingly, the whole data set is divided into two parts: a calibration period and 

a verification period. The primary criteria to test the performance of the model, both 

in the calibration and verification periods is the objective functions that determine the 

level of confidence of the model to be used in practice (Guo & Wang, 2002). For 

evaluating the simulated and observed streamflows, different objective functions are 

used by researchers. Fleming et al. (2004) which compared between observed and 

simulated streamflows through the objective function shown in Table 2-3. 
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Table 2-3 List of statistics used to compare model output and observed data   

Source:  Fleming et al. (2004) 

In the above table (Table 2-3), Q = hourly streamflow,  Q̅ = average  streamflow 

Qo = observed hourly streamflow, Qs  = hourly simulated streamflow, Q`̅ =baseline 

streamflow, Vo = observed streamflow volume, Vs  = simulated streamflow volume, 

Ts= simulated hour of peak flow, and T0=observed hour of peak flow.  

Samady (2017) applied HEC-HMS with an SMA algorithm to the Colorado river basin 

in Texas. The model was calibrated from 2004 to 2012 and validated from 2012 to 

2017. To evaluate the model performance, the present streamflow volume error (PVE), 

coefficient of determination (R2), percent bias (PBIAS), and Nash-Sutcliffe Efficiency 

coefficients were used. Later on, the same objective functions were used by Gyawal 

(2013). 

 Percent streamflow volume error (PVE) or percent bias (PBIAS)  

PBIAS or PVE indicates the overall agreement between the observed flow and 

simulated flow over a specified time interval (Samady, 2017). The PVE is used as a 

primary metric for the objective function in most hydrologic models (Jain & Singh, 

2003). 

PVE% =
Qobs−Qsim

Qobs
∗ 100,                                              (2.1) 

In this equation, Qobs is the observed streamflow (m3 sec⁄ ) and Qsim is the simulated 

streamflow (m3 sec⁄ ) at the watershed outlet. Percent bias compares the average 

Statistic Equation 

Mean hourly flow (𝑚3 𝑠⁄ ) (1 𝑛) ∑ 𝑄 ⁄   

Standard deviation (𝑚3 𝑠⁄ ) √(1 𝑛) ∑(𝑄 − 𝑄̅ )2⁄   

Mean absolute error (𝑚3 𝑠⁄ ) (1 𝑛) ∑⌊𝑄𝑜 − 𝑄𝑠⌋⁄   

Root mean square error (𝑚3 𝑠⁄ ) √[∑⌊𝑄𝑜 − 𝑄𝑠⌋2]/𝑛  

Baseline-adjusted coefficient of efficiency 1.0 − [∑⌊𝑄𝑜 − 𝑄𝑠⌋]/[∑⌊𝑄𝑜 − 𝑄`̅̅̅⌋]  

Error in volume (%)                   [(𝑉𝑜 − 𝑉𝑠) 𝑉𝑜] ∗ 100⁄  

The average error in time to peaks (h) (1 𝑛) ∑|𝑇𝑠 − 𝑇0|⁄   

The average error in magnitude of peaks (%) [(1 𝑛) ∑|(𝑄𝑜 − 𝑄𝑠 ) 𝑄𝑜⁄ |⁄ ] ∗ 100  
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tendency of the simulated flows to be larger or smaller than the observed flow values 

(Gupta, Sorooshian, & Yapo, 1999). It measures the bias of model performance. The 

optimal value is 0, which means that the model has an unbiased flow simulation. 

Positive values indicate a tendency towards overestimation; negative values indicate a 

tendency towards underestimation (Yua & Yang, 2000). 

 Nash Sutcliffe efficiency (NSE) 

The NSE is used to evaluate model performance (Nash, 1970). It is defined as 1 minus 

the sum of the absolute squared differences between the predicted and observed values 

normalized by the variance of the observed values during the period under 

investigation (Krause, Boyle, & Bäse, 2005). It is calculated as: 

NSE =
1−[∑(Qobsi−Qsim)2]

[∑(Qobsi−Qsim̅̅ ̅̅ ̅̅ ̅)]
,                                                  (2.3) 

In the above equation, Qobsi is the observed streamflow and Q̅sim  is the simulated 

streamflow. The NSE (unitless) measures the relative magnitude of the residual 

variance (‘‘noise’’) to the variance of the flows (‘‘information’’). The optimal value is 

1.0, and values should be larger than 0.0 to indicate minimally acceptable performance. 

A value equal to 0.0 indicates that the mean observed flow is a better predictor than 

the model (Gupta, Sorooshian, & Yapo, 1999). In physical terms, R2 is the ratio of the 

residual variance to the initial or ‘no-model’ variance, and represents the proportion of 

the initial variance explained by the model (Smit & Seo, 2004). 

 Coefficient of determination (R2)  

The coefficient of determination (usually denoted R2) is a concept in the analysis of 

variance and regression analysis. It is a measure of the proportion of explained 

variance present in the data. Hence, the higher the value of R2, the better the model 

describes the data (Coefficient of determination R2, 2008). It is also defined as the 

squared value of the coefficient of correlation (Krause, Boyle, & Bäse, 2005). 

According to Nash and Sutcliffe (1970), it is the proportion of the initial variance 

accounted for by that model. R2 is calculated as: 

R2 = 1 −
∑ (yi−ŷi)2n

i=1

∑ (yi−y̅)2n
i=1

 ,                                          (2.4) 
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Here, 𝑦̅ denotes the average of the observations and 𝑦̂𝑖is the prediction of 𝑦𝑖 using the 

fitted model. In the case that there is no relation between the predictor variable(s) and 

the response variable, then 𝑦̅ is the best ‘model’ to explain the data. Hence, the terms 

𝑦𝑖 − 𝑦̅ account for deviations in the case that there is no relation between the predictor 

variable(s) and the response variable. The range of values of R2 depends on the type 

of model to be fitted; in standard cases like linear least-squares regression models they 

lie between 0 and 1. A value of 0 means no correlation at all, whereas a value of 1 

means that the dispersion of the prediction is equal to that of the observation. 

 Mean ratio of absolute error (MRAE) 

Wijesekera and Abeynayake (2003) stated that the mean ratio of absolute error 

(MRAE) is the difference between the calculated and observed flows with respect to 

that particular observation. It is calculated as: 

MRAE =  
1

𝑛
|∑

𝑄𝑂𝑏𝑠−𝑄𝐶𝑎𝑙

𝑄𝑂𝑏𝑠
|,                                                 (2.5) 

where: Qobs is the observed streamflow, Qcal is the calculated streamflow, and n is the 

number of observations used for comparison. Especially, in water resources 

assessment, it is used by many modellers (Khandu, 2015; Sharifi, 2015; Jayadeera, 

2016; Dissanayake, 2017). Mean ratio of absolute error values lie between 0 to 1. A 

value closer to 0 indicates good a better fit between the observed and simulated values 

(Sharifi, 2015). 

 Root mean square error (RMSE) 

Another verification measure is the root mean square error (RMSE), which is defined 

as the square root of the mean of the squared differences between corresponding 

elements of the forecasts and observations (Barnston, 1992). The RMSE is calculated 

as:  

RMSE = √∑ (Qobs,i−Qmodel)
2n

i=1

n
,                           (2.6) 

where Qobs is the observed value, Qmodel is the simulated value, and n  is the number 

of observations. It describes the average model performance error and varies with the 



 

 

23 

 

variability of the error magnitudes (or squared errors)  as well as with the total-error 

or average-error magnitude (MAE) (Willmott & Matsuura, 2005). 

 Ratio of absolute error to mean (RAEM) 

The World Meteorological Organization (WMO, 1975) compared conceptual models 

used for operational hydrological forecasting and recommended several objective 

functions. The RAEM is calculated as:  

RAEM =
1

𝑛
[

∑|Qobs−Qcal|

Q𝑐𝑎𝑙
],                                                          (2.7) 

where Qobs is the observed streamflow, Qcal is the calculated streamflow, and n is the 

number of observations used for comparison. This method indicates the ratio between 

the observed and calculated streamflows with respect to the mean of observed 

discharges (Khandu, 2015). 

 Relative error (RE) 

The next efficiency criterion used was the relative error of the volumetric fit between 

the observed runoff series and the simulated series (Xiong & Guo, 1999), which is 

defined as:  

RE =
∑(Q𝑜𝑏𝑠 − Q𝑐𝑎𝑙)

∑ Q𝑜𝑏𝑠
∗ 100%,                                                       (2.8) 

where Qobs is the observed streamflow, and Qcal is the calculated streamflow. The value 

of RE is expected to be close to zero for a useful simulation of the total volume of the 

observed runoff series.         

 Recommended performance ratings 

Recommended performance ratings of watershed models based on the above statistical 

parameters are summarized in Table 2-4, adapted from Moriasi, Arnold, and Van Liew 

(2007), and Jain and Singh (2003). The PBIAS and NSE ranges were suggested by 

Moriasi et al. (2007). The MRAE was suggested by Wijesekera and Abeynayake 

(2003) based on their literature reviews. The ratings range from very good to 

unsatisfactory.  
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Table 2-4 General performance ratings for watershed models 

Performance 

rating 
R2 PBIAS/PVE NSE MRAE 

Very good 0.75< R2≤1 PBIAS≤±10 0.75<NSE≤1 0<MRAE<4 

Good 0.65 <R2≤0.75 
±10 ≤PBIAS 

<±15 
0.65<NSE≤0.75 0<MRAE<5 

Satisfactory 0.75< R2≤0.65 
±15 ≤PBIAS 

<±25 
0.50<NSE≤0.65 5<MRAE<7 

Unsatisfactory R2≤ 0.5 PBIAS≥±25 NSE≤0.5 MRAE>7 
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3 METHODS AND MATERIALS 

The methodology used in this research work is presented in Figure (3-1). Initially, 

based on the overall objective and specific objectives, the necessity of a hydrological 

model for the Kelani river basin to simulate low and intermediate flows was 

determined. Following that, the literature review identified commonly applicable 

hydrological models and their applications with respect to various objective functions. 

Considering model availability, flexibility, and reliability, the application of different 

hydrological models to many river basins were studied. As a result, the HEC-HMS 

model was selected to simulate runoff for a part of the Kelani Ganga river basin up to 

Hanwella gauging station. 

The model development was carried out in this study by considering three main 

components: the basin model, the precipitation model, and the control specifications. 

The sub-model selection under the basin model for rainfall loss, direct runoff, base 

flow, and channel routing was carried out considering common application, data 

availability, and works of literature. The maximum drainage area method was used for 

lumped and distributed models. Three, five, eight, and 12-sub-basin distributed models 

were developed to compare multiple subdivision effects on the overall efficiency of 

runoff simulation. Model development, the calculation of initial parameters, and the 

selection of objective functions are described in Chapter 4. Five years’ data from 

October 2007 to September 2012 was used for model calibration and five years’ data 

from October 2012 to September 2017 was used for model verification. 

The model performance was evaluated by different objective functions, using the 

minimum value of the MRAE as the primary objective function. In addition, percent 

errors in volume (also referred to as mass balance error), NSE coefficient and the 

coefficient of determination were also checked. Further, a sensitivity analysis was 

carried out to figure out the most and the least sensitive parameters in the calibration 

and parametrization processes. At the end of this chapter, the acquired results are 

presented and compared. Finally, all the results are discussed, and the conclusion and 

recommendations for future research are covered in Chapters 5, 6, and 7.     
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Figure 3-1 Methodology flow chart 
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3.2 Model selection 

After sufficient literature reviews for model selection, it was found that only the HEC-

HMS model supports the SMA as one of its loss methods. Therefore, the HEC-HMS 

model, which was developed by the US Army Corps of Engineers, is used in this study. 

3.3 Study area  

For the current research, the watershed up to Hanwella in the Kelani river basin was 

selected with a catchment area of 1,829.2 km2, as presented in Figure 3-2. Six rainfall 

gauging stations (Norwood, Kithulgala, Holombuwa, Deraniyagala, Glencourse, and 

Hanwella) were selected for the current study, which are all within the study area 

boundary. Besides the six rainfall gauging stations, one streamflow gauging station at 

the outlet of the catchment in Hanwella was selected. It was determined that the study 

area is mostly covered by rubber – almost by 40 %. Homesteads and gardens cover the 

second most area of the study location. The catchment boundary was delineated 

through contour maps, and streams were generated using a 30-meter resolution Digital 

Elevation Model DEM.  

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-2 Study area map 
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3.4 Data collection and data checking 

Daily data on rainfall, streamflow, and evaporation was collected from the irrigation 

and meteorological department of Sri Lanka for years 2007 to 2017. The rainfall, 

streamflow, and evaporation data was checked for inconsistencies. The data checking 

process included visual and consistency checks.  Subsequently, yearly, monthly, and 

daily water balance checks were carried out for the entire catchment up to the Hanwella 

streamflow gauging station. Also, single and double mass curves are plotted and used 

to check the inconsistencies of the rainfall data.  

3.5 Land use map 

Land use map with scale of 1:50,000 was retrieved from the Survey Department, Sri 

Lanka, The land use categories consisted of rubber cultivation, homesteads/gardens, 

tea cultivation, forest, paddy, scrubland, stream, rock, boundary of reservoir, coconut 

cultivation, marsh, chena, water hole boundaries, grassland, tank, unclassified area, 

and other cultivations. Rubber cultivation cover 39.8 % of the study area. The land use 

details are presented in Table 3-1, and graphically shown in Figure 3-3. For the whole 

study area, a land use map was prepared, which is shown in Figure 3-4.  

   Table 3-1 Land use distribution of Kelani river basin at Hanwella catchment 

    

Landuse type Area Percentage 

Rubber 706.45 39.80% 

Homesteads/garden 331.77 18.60% 

Tea 276.88 15.60% 

Forest 238.92 13.40% 

Paddy 88.10 4.96% 

Scrub land ` 49.25 2.77% 

Other cultivation 23.44 1.32% 

Stream (line/area) 21.78 1.23% 

Rock 16.60 0.94% 

Boundary of a reservoir 9.60 0.54% 

Coconut 6.00 0.34% 

Marsh 4.01 0.23% 

Chena 1.75 0.10% 

Water hole boundaries 0.135 0.01% 

Grassland 0.08 0.00% 

Tank 0.02 0.00% 

Unclassified 0.01 0.00% 
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Figure 3-3 Landuse components 

Figure 3-4 Landuse map  

Source: Survey Department, Sri Lanka  
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3.6 Soil data 

The soil map of the Kelani river basin up to the Hanwella streamflow gauging station 

was acquired from the Survey Department of Sri Lanka in the scale of 1: 50,000. The 

acquired soil map was classified into nine types of soil from the agriculture 

perspective, as shown in Figure 3-5. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-5 Soil map of the Kelani river basin up to Hanwella location  

Source: Survey Department, Sri Lanka  
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3.7 Data and data sources  

The main data used in this research was rainfall, streamflow, evaporation, landuse and 

soil map data. Rainfall and streamflow data for the study area was collected from the 

Irrigation Department for the period of 2007 to 2017, except for the evaporation data 

that was collected from the Meteorological Department of Sri Lanka for the same 

period from the Colombo climate station. For the Kelani river basin at Hanwella 

watershed, the data sources and resolutions are indicated in Table 3-2 in below.  

Table 3-2 Data sources and data availability for the Kelani river basin at Hanwella 

catchment 

Data types Spatial reference Resolution Data  period Source 

Rainfall 

Norwood 

Daily 2007-2017 
Dept. of 

Irrigation 

Kithulgala 

Holombuwa 

Deraniyagala 

Glencourse 

Hanwella 

Evaporation Colombo Daily 2007-2017 
Dept. of 

Meteorology 

Streamflow 

Norwood 

Daily 2007-2017 
Dept. of 

Irrigation 

Kithulgala 

Holombuwa 

Deraniyagala 

Glencourse 

Hanwella 

Topo-

Graphic 

Map 

Negombo, 

Attangalla, 

Gampola, Colombo, 

Avissawellah, 

Nuwara Eliaya, 

Badullah, and 

Balangoda 

1:50,000 
Updated 

2003 
Dept. of Survey 

Land use Sri Lanka 1:50,000 
Updated 

2006 
Dept. of Survey 

Soil map Sri Lanka 1:50,000 
Updated 

2006 
Dept. of Survey 
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Figure 3-6 Location of the rainfall gauging stations at Hanwella watershed 

 

3.8 Rainfall and streamflow 

Daily rainfall and streamflow data was used in this study as the main input of the model 

for simulating the Kelani river basin streamflow at Hanwella watershed. The locations 

of all the stations are indicated in Table 3-3. Similarly, in Figure 3-6 and Figure 3-7, 

the locations of rainfall and streamflow stations are shown on a location map.  

Table 3-3 Gauging station properties for the Kelani river basin at Hanwella catchment 

Gauging 

stations 
Location 

Period of operation 

(from) 
Data type 

Hanwella 
Lati - 6.9097 

Long - 80.0816 
1973 

Streamflow & 

rainfall  

Glencourse 
Lati - 6.9780 

Long - 80.2030   
1948 

Streamflow & 

rainfall  

Holombuwa 
Lati - 6.9597 

Long - 79.8767 
1962 

Streamflow & 

rainfall  

Deraniyagala 
Lati - 6.9244 

Long - 80.3380 
1948 

Streamflow & 

rainfall  

Kithulgala 
Lati - 6.9891 

Long - 80.4177 
1948 

Streamflow & 

rainfall  

Norwood 
Lati - 6.8356 

Long - 80.6146 
1982 

Streamflow & 

rainfall  
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Figure 3-7 Location of the streamflow gauging station at the outlet of Hanwella 

watershed 

 

3.9 Thiessen average rainfall 

A common method used in the literature for deriving the mean areal precipitation is 

the Thiessen method. This method assigns an area called a Thiessen polygon for each 

gauging stations. Every point inside this polygon is assumed to have the same rainfall 

with a constant weight. Thiessen polygons for the Kelani Ganga river basin at the 

Hanwella outlet were generated by Arc-GIS 10.3 along with Arc Hydro and HEC-

GeoHMS extension tools using six rain gauging stations, and are presented in Figure 

3-8. In Figure 3-8, the coverage area of every single gauging station is distinguished 

by colour boundaries. This is the privilege of selecting these station which all of them 

are lies inside the catchment boundary. Following the generation of the Thiessen 

polygons, the areas of each Thiessen polygon and its weight were calculated and 

presented in Table 3-4.   

 

 



 

 

34 

 

 

Table 3-4 Thiessen weights for the Kelani river basin at Hanwella catchment 

 

 

 

 

 

Station name 
Thiessen polygon area 

(km2) 
Thiessen weight 

Hanwella 150.55 0.08 

Glencourse 372.32 0.20 

Holombuwa 280.54 0.15 

Deraniyagala 281.78 0.15 

Kithulgala 393.74 0.22 

Norwood 350.27 0.19 

Total 1,829.20 1.00 

Figure 3-8 Thiessen polygons and rainfall stations at Hanwella watershed 
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3.10 Data checking 

 Consistency checking  

Prior to use, all rainfall records were checked for continuity and consistency. The 

double and single mass curves were used for all rainfall stations as common tools. The 

double mass curve shows the cumulative total of one rainfall station against the total 

of all rainfall stations. The double mass curve for the current study is illustrated in 

Figures A-1 and A-2 of Appendix A. For the double mass curve, if the line is straight, 

it indicates consistency among all rainfall stations, which indicates reliable data. 

Conversely, if the line does not follow a straight pattern, it indicates a lack of 

consistency, which indicates unreliable data. The generated double mass curves 

(Figures A-1 and A-2 of the Appendix-A) show a reasonable consistency of the data 

by following a straight pattern. The single mass curve generated (shown in Figure A-

3 of Appendix-A) also clearly indicates the consistency of individual rainfall stations 

over the entire period of study. Form the literature, the primary purpose of the single 

mass curve besides checking the consistency of rainfall is filling missing data. The 

single mass curve in this study indicates consistency of every station compared to other 

stations. As a conclusion of these two checks, the available data of rainfall is reliable 

for modelling purposes without further modification.   

 Visual data checking  

In the process of data checking, visual checking is the simplest primary method for 

identifying errors. The function of visual data checking is to make sure that the 

graphical representation of rainfall corresponds to streamflow in a graph or a table. 

The main purpose of this check in this study was identifying the compatibility of 

rainfall data to the streamflow data in a catchment over a given time period (for a one 

year). This check is helpful in roughly identifying the mismatching of rainfall and 

runoff patterns. For better clarification, in this research work, the rainfall versus runoff 

was plotted in a semi-log, and areas of concern were identified by a blue circles.  

In this study, visual checking was conducted for all the periods of study, from the year 

2007 to the year 2017 and for each rainfall station. There are six rainfall gauging 

stations over the Kelani river basin up to Hanwella catchment, and data from these was 
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acquired from the Irrigation Department of Sri Lanka. At the outlet of the study area 

in the Hanwella location, a streamflow gauging station was chosen, and the relevant 

from this was acquired from the Irrigation Department as well. 

For the year from October 2007 to September 2008, rainfall-runoff graphs were plotted 

for every individual rainfall station corresponding to the streamflow gauging station, 

and these are presented in Figures 3-9 and 3-10. The plotted graphs are in semi-log 

scale for precisely checking of any incompatibilities. In Figure 3-9, the rainfall in 

Norwood station for the date of 22nd Dec 2007 is much higher compared than the 

streamflow. This discrepancy is indicated with a blue circle. Similarly, from the period 

of 16th Dec 2007 to 06th February 2008, the Deraniyagala rainfall station data does not 

correspond well to the streamflow (Figure 3-10). In other words, for the mentioned 

period, no rainfall was happening, but the streamflow graph shows some small peaks. 

These area also circled in blue line. Likewise, Figure 3-10, where the  Hanwella rainfall 

is plotted alongside the Hanwella streamflow, shows that a high rainfall peak happened 

on the date 19th of January 2008,  but the streamflow did not respond. The rainfall-

runoff graphs for the other years from 2008-2017 are similarly plotted and marked in 

Appendix A, Figures A-5 to A-25.  
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Figure 3-9 Streamflow response of Hanwella watershed with rainfall in 2007/2008 
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Figure 3-10 Streamflow response of Hanwella watershed with rainfall in 2007/2008 
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 Variation of  evaporation versus annual runoff coefficient 

Calculated annual runoff coefficients varied from 0.26 to 0.57 over the 10 years. It can 

be seen from Figure 3-11 that in the year 2015/2016, the runoff coefficient was very 

high compared to other years. In contrast, it was very low in the year 2011/2012. The 

runoff coefficient values for the Kelani Ganga river basin were verified with the values 

recommended by literature. In the year 2010/2011, evaporation records showed very 

low values compared to other years. This is because that the streamflow did not 

respond well to the rainfall in this year. If this data point is disregarded, there is a 

slightly increasing trend over the period of study (Figure 3-11). The greatest 

evaporation can be seen in the year 2015/2016. This is because the highest rainfall was 

recorded in that year, but the corresponding streamflow was not as high. 

Table 3-5 Variation of annual runoff coefficients and evaporation in the Hanwella 

watershed 

Year 
Rainfall 

(mm) 

Streamflow 

(mm) 

Runoff 

Coeff 
Pan Evap 

Pan 

Coeff 

Actual 

Evap 

2007-2008 4,292 2,094 0.49 1,187 0.80 950 

2008-2009 3,505 1,278 0.36 1,272 0.80 1,018 

2009-2010 3,872 1,678 0.43 1,206 0.80 965 

2010-2011 3,964 1,981 0.50 1,171 0.80 937 

2011-2012 2,464 637 0.26 1,264 0.80 1,012 

2012-2013 4,251 2,155 0.51 1,207 0.80 966 

2013-2014 3,162 1,166 0.37 1,318 0.80 1,054 

2014-2015 3,664 1,539 0.42 1,199 0.80 959 

2015-2016 3,852 2,188 0.57 1,379 0.80 1,103 

2016-2017 3,491 1,504 0.43 1,381 0.80 1,105 

Average  3,652 162 0.43 1,258 0.0 1,007 
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Figure 3-11Variation of annual evaporation and runoff coefficient at Hanwella watershed 
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 Variation of annual rainfall and streamflow in the Hanwella watershed  

Rainfall patterns increased in the years 2007/2008, 2010/2011, 2012/2013, and 

2015/2016. In the years, 2008/2009, 2011/2012, and 2013-2014, rainfall patterns were 

decreasing. The streamflow followed the same pattern as the rainfall except for the 

year 2015/2016, which is marked with a circle in Figure 3-12. In this year, the 

streamflow value was 2,187.56 mm/year, the rainfall was very high. The year 

2007/2008, had highest rainfall, but the streamflow was less (2,094.02 mm/year) 

compared to the year 2015/2016. This reveals that there may be inconsistencies in the 

streamflow data. However, the rainfall and streamflow data follow nearly the same 

patterns for the years 2008/2009, 2009/2010, 2013/2014, 2014/2015, and 2016/2017. 

Figure 3-12, reveals that the year 2011/2012 was observed as the driest year, as both 

streamflow and rainfall values were very low compared to other years.  

 

Figure 3-12 Variation of annual rainfall and streamflow 

 Comparison of annual rainfall 

The annual rainfalls from October  to September 2017 recorded by each rain gauging 

station are given in Table 3-6 and plotted graphically in Figure 3-13. The primary 

purpose of the annual rainfall comparison is checking the variation and consistency of 

each rainfall station in compare to each other. This comparison shows that there was a 

considerable increase in the annual rainfall at the Deraniyagala rainfall station for the 

year 2007/2008. The annual rainfall recorded by the Kithulgala rainfall station shows 

an irregular pattern in the years 2015/2016 and 2010/2011. It can be observed that 

there was an increase in rainfall for the year 2012/2013 for all rainfall stations and a 
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decrease of rainfall in the year 2011/2012, which is marked as the driest year in 10  

years of study. Overall, the comparison of the annual rainfall of every station indicates 

the reliability and accuracy of the data for use in this research and future hydrological 

and modelling studies.  

Table 3-6 Comparison of annual rainfall 

Water 

year 

Annual rainfall (mm) 

Norwood Kithulgala Holombuwa Glencourse Hanwella Deraniyagala 

2007-2008 2,838 4,654 3,172 4,869 3,532 6,352 

2008-2009 2,927 4,226 3,117 3,521 2,826 3,944 

2009-2010 3,503 4,689 3,032 4,082 3,690 3,842 

2010-2011 2,860 5,236 3,575 3,915 2,982 4,539 

2011-2012 1,637 3,016 2,055 2,511 2,339 3,132 

2012-2013 3,928 5,050 3,682 3,928 3,476 4,946 

2013-2014 2,211 3,756 2,714 3,047 2,663 4,373 

2014-2015 2,526 4,350 3,085 3,542 3,211 5,101 

2015-2016 2,492 4,908 2,967 3,864 3,363 5,238 

2016-2017 2,166 4,064 2,455 3,647 3,637 5,083 

 

Figure 3-13 Annual rainfall variation at Hanwella watershed 
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 Monthly comparison of Thiessen rainfall with observed streamflow for 

the years 2007-2017 

Monthly total rainfall and streamflow data for the years 2007 to 2017 for six rainfall 

stations and one streamflow gauging station is plotted and shown in Figure 3-14. The 

Thiessen rainfall means that the average rainfall from these stations is used to illustrate 

the rainfall over the catchment for each month of the year (Figure 3-14 a). Streamflow 

graphs were also plotted in respect to check their correspondence with the Thiessen 

rainfall (Figure 3-14 b). The below figures indicates good matching of the streamflow 

and Thiessen rainfall data. According to Figure 3-14 (a, b) the month of May in the 

year 2016-2017 had the highest recorded rainfall and streamflow. Visual checking of 

this graph shows that the data follows the same pattern, which is further discussed in 

Chapter 5. 
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Figure 3-14 Variation of Thiessen rainfall and observed flow in the Kelani river basin 

(a, b) 
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 Monthly comparison of evaporation for the years 2007-2017  

A monthly graph of evaporation for the period of study for the years 2007-2017 is 

plotted and shown in Figure 3-15. The main purpose of these comparisons is 

determining the consistency of the evaporation pattern for each month of the year. 

Figure 3-15 indicates good matches of evaporation data for all months of the year, 

except for in the year of 2015-2016 the month of August shows a comparatively high 

evaporation rate. This comparison indicates the reliability and accuracy of the 

evaporation data and that is suitable for modelling and other research purposes.  

 

Figure 3-15 Monthly comparison of evaporation  

 Comparison of monthly minimum, maximum and mean (rainfall, 

streamflow, and evaporation) 

The main purpose of this comparison is to ensure that the same patterns of monthly 

minimum, maximum and mean data are followed for the rainfall, streamflow, and 

evaporation records over the entire period of study. From Figure 3-16, it can be clearly 

illustrated that the highest rainfall and runoff happen in May, but the highest amount 

of evaporation is recorded in August. It can be overall, concluded that the rainfall, 

streamflow, and evaporation data follow the same pattern throughout the study period. 
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Figure 3-16 Comparison of monthly minimum, maximum and mean data (rainfall, 

streamflow, and evaporation) 
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 Annual water balance for Kelani river basin at Hanwella watershed   

Water balance describes the flow of water in and out of a watershed. The main purpose 

of this check is to identify the data input and computation errors. 

Annual water balance is given by; 

P (t) – E (t)-Seepage (t)-Q (t) = St-St-1,                                           (3-1) 

where P (t) is the rainfall, E(t) is the evapotranspiration, Q(t) is the outflow, and St-St-

1=∆S is the change in storage.   

The annual water balance was calculated for a part of the Kelani Ganga river basin to 

compare the annual rainfall, streamflow, and evaporation, as presented in Figure 3-17. 

This check was conducted for Hanwella watershed from the year 2007 to 2017. The 

evaporation was checked against the water balance, which indicated a good match, as 

presented in Figure 3-18.   
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Figure 3-17 Annual water balance for the Kelani river basin at Hanwella catchment  

Figure 3-18 Comparison of annual water balance and evaporation  
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3.11 Multi sub-catchment development 

Watershed subdivisions were developed based on the literature review. The critical 

threshold area method suggested by H. L., Wang, Li, and Wang (2013) was used in 

this study. The critical threshold area is defined as the minimum upstream drainage 

area for a river. This study uses ArcGIS, a GIS software developed by ESRI®, to 

visualize, analyse, compile, and manipulate spatial information. ArcGIS has several 

toolboxes that help user to perform geospatial analysis. For this study, two external 

toolbars – Arc Hydro and HEC-GeoHMS – were added to the ArcMap to facilitate the 

hydrologic modelling process. The Arc Hydro is used to delineate and characterize 

streams and watersheds and calculate drainage properties such as slope, flow 

accumulation, stream network, and so on. The HEC-GeeHMS toolbar was used to 

develop the SMA model parameters automatically and transfer the data to the HEC-

HMS model from a geospatial environment.  

 Lumped model  

According to the methodology of this research work, the first model considered the 

whole catchment as a lumped model. The lumped model schematic for the Hanwella 

catchment used in the HEC-HMS rainfall-runoff model is presented in Figure 3-19. 

This consists, of a basin and an outlet.  

 

 

 

 

 

 

 

 

 

 

 Figure 3-19 Schematic diagram for the lumped model in HEC-HMS  
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 Three-subdivision model  

The three-subdivision model generated using ArcGIS with the extensions Arc-Hydro 

and HEC-GeoHMS is presented in Figure 3-20. The HEC-HMS schematic diagram is 

shown in Figure 3-21.  

  

Figure 3-20 Schematic diagram for the three-subdivision model in HEC-HMS  

Figure 3-21 Three-subdivision of the Kelani river basin at Hanwella catchment 
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 Five-subdivision model 

The five-subdivision model generated using ArcGIS with the extensions Arc-Hydro 

and HEC-GeoHMS is presented in Figure 3-22. The HEC-HMS schematic diagram is 

shown in Figure 3-23. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        Figure 3-23 Schematic diagram for the five-subdivision model in HEC-HMS   

Figure 3-22 Five-subdivision of Kelani river basin at Hanwella catchment 
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 Eight-subdivision model  

The eight-subdivision model generated using ArcGIS with the extensions Arc-Hydro 

and HEC-GeoHMS is presented in Figure 3-24, and the HEC-HMS schematic diagram 

is shown in Figure 3-25. 

  

Figure 3-25 Eight-subdivisions of the Kelani river basin at Hanwella catchment  

  

Figure 3-24 Schematic diagram for the eight-subdivision model in HEC-HMS  
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 Twelve-subdivision model 

The 12-subdivision model generated using the ArcGIS with the extensions Arc-Hydro 

and HEC-GeoHMS is presented in Figure 3-26, and the HEC-HMS schematic diagram 

is shown in Figure 3-27. 

  

Figure 3-27 Twelve-subdivisions of the Kelani river basin at Hanwella catchment 

Figure 3-26 Schematic diagram for the 12-subdivision model in the HEC-HMS 
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4 ANALYSIS AND RESULTS  

In this chapter, the methods of analysis, the parameter estimation, and the results are 

described. The method for the initial parameter estimation using numerous previous 

studies and techniques is systematically described before explaining any calibration or 

verification processes. According to several studies in the literature review, it is clear 

that the soil moisture accounting loss method is among the most difficult methods in 

hydrological process modelling due to the existence of a huge variety of parameters. 

The parameter estimation, is further rectified by the calibration process. All the results 

of this process are compared through the water balance, flow duration curve, 

hydrograph, and objective functions which will be discussed here in detail.      

4.1 SMA algorithm setup and parameter estimation  

This study uses ArcGIS, a GIS software developed by ESRI®, to visualize, analyze, 

compile, and manipulate spatial information. ArcGIS has several toolboxes that help 

users to perform geospatial analysis. For this study, two external toolbars, – Arc-Hydro 

and HECGeoHMS– were added to ArcMap to facilitate the hydrologic modelling 

process. Arc-Hydro is used to delineate and characterize streams and watersheds and 

calculate drainage properties like slope, flow accumulation, stream network, and so 

on. The HEC-GeoHMS toolbar is used to develop SMA parameters automatically and 

transfer the data to HEC-HMS from a geospatial environment. 

In addition to building the model schematic in the HEC-HMS model, the SMA model 

components must be defined for each sub-basin. Regarding the meteorological model, 

HEC-HMS provides several optional methods for each component. In Table 4-1, a 

summary of the SMA model components and calculation methods is presented for this 

study. 

      Table 4-1 Summary of the SMA model components and calculation methods 

Components Calculation method 

Canopy Simple Canopy 

Surface Simple Surface 

Loss Soil Moisture Accounting (SMA) 

Transform ModClark 

Base flow Recession 

Routing Muskingum 
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A total of 24 parameters and five initial conditions were required to estimate the 

canopy, soil, surface, and groundwater storage parameters included in Table 4-1. Out 

of those  24 parameters, three of them were estimated using the land cover databases 

in GIS. Four of them were estimated from the streamflow recession analysis, 11 of 

them were estimated based on the range of values recommended in the literature. In 

the end, the final parameters with all initial conditions were set, through the calibration 

procedure. In Table 4-2, the methods for calculation of the mentioned parameters are 

defined. 

Table 4-2 Model parameters and methods of calculation 

Parameter Method Initial condition Method 

Canopy max storage 

(mm) 
Landuse database 

Canopy storage 

(%) 
Calibration 

Surface max storage 

(mm) 
Landuse map 

Surface storage 

(%) 
Calibration 

Max infiltration rate 

(mm/hr) 

Literature and 

calibration 
Soil storage (%) Calibration 

Max soil storage 
Literature and 

calibration 

GW1 initial 

storage (%) 
Calibration 

Soil tension storage 

(mm) 

Literature and 

calibration 

GW2 initial 

storage (%) 
Calibration 

Soil percolation rate 

(mm/hr) 

Literature and 

calibration 
Initial discharge 

Streamflow 

data 

GW1 storage Stream recession   

GW1 max percolation 

rate (mm/hr) 

Literature and 

calibration 
  

GW1 storage coefficient 

(hr) 
Stream recession   

GW2 storage (mm) Stream recession   

GW2 max percolation 

rate (mm/hr) 
Calibration   

GW2 storage coefficient 

(hr) 
Stream recession   

Time of concentration SCS method   

Storage coefficient SCS method   

Recession constant Streamflow recession   

Ratio Streamflow recession   

Crop coefficient Default   
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 Canopy storage parameter estimation  

The precipitation intercepted by vegetation is called the canopy interception. When 

water is falling to the earth’s surface, it is falling to the surface of the canopy. After 

filling the storages capacity of the canopy, surplus water fall to the earth’s surface. The 

SMA loss method considers canopy storage as one of the loss components. The canopy 

storage capacity varies with the vegetation’s surface structure and meteorological 

factors. Canopy storage can be calculated using the land use and land cover map. The 

recommended canopy interception values are provided in Table 4-3.  

   Table 4-3 Canopy storage values 

Vegetation type Canopy interception (mm) 

General vegetation 1.27 

Grasses and deciduous trees 2.032 

Trees and coniferous trees 2.54 

Source: Bennett & Peters (2000) 

Based on the above-recommended values from the landuse map, the canopy raster was 

developed. Through developing the canopy raster, its values for the lumped and 

distributed models could be easily calculated using the Arc GIS tool. For the Kelani 

river basin at Hanwella catchment, the canopy raster is shown in Figure 4-1. The 

corresponding values can be found are shown in Table 1-B of Appendix B.  

 

 

 

 

 

 

 

 

 

 

  

Figure 4-1 Canopy storage raster for the Kelani river basin at Hanwella 

catchment  
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 Surface storage parameter estimation   

Surface storage, or surface depression storage, is defined as the volume of water that 

is stored in the ground surface. The precipitation that is not captured by the canopy 

interception or that falls after the canopy’s storage capacity is filled moves to the earth 

surface. Some of this flow infiltrates or evaporates, and some of it is stored in the 

ground surface. According to Bennett et al. (2000) surface storage capacity is related 

to the terrain slope. Possible slopes and related storage values are described in Table 

4-4 based on Bennett et al.’s (2000) suggestion. 

        Table 4-4 Surface depression storage values  

Description Slope % Surface storage (mm) 

Paved impervious areas NA 3.2 - 6.4 

Steep and smooth slopes >30 1.0 

Moderate to gentle slope 5-30 12.7 - 6.5 

Flat and furrowed land 0-5 50.8 

The surface storage raster presented in Figure 4-2 was developed for the Kelani river 

basin at Hanwella catchment using the recommended values mentioned in Table 4-4. 

Estimation of the relevant parameters for the lumped and distributed models was 

carried out using the ArcGIS tool. The surface storage raster is shown in Figure 4-2, 

and the corresponding values for lumped and distributed models are shown in 

Appendix B, Table 2-B.    

  

 

 

 

 

 

 

 

 

 

Figure 4-2 Surface storage raster for the kelani river basin at Hanwella 

catchment     
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 Impervious percentage (%) parameter estimation   

The impervious percentage is one of the most important factors in constructing direct 

runoff in the SMA loss model. This parameter directly affects the peak of the 

hydrograph. Higher values of this component mean a higher peak in the hydrograph, 

and vice versa. A high impervious percentage indicates that less water goes through 

soil layers. In other words, if the values of this factor are lower, then a small amount 

of water contributes to the surface water. For the Kelani river basin at Hanwella 

catchment, this parameter was estimated according to the landuse map using the 

landuse and land cover coefficients. Every component of landuse has a specific 

coefficient suggested in the literature by Prisloe, Giannotti, and Sleavin (2000). The 

impervious raster presented in Figure 4-3 was derived using landuse data by entering 

the specific coefficients. The retrieved mean values for the lumped and distributed 

models were acquired through ArcGIS software (presented in Table 3-4 B, Appendix 

B).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4-3 Surface storage raster for the Kelani river basin at Hanwella catchment  
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 Transform method parameter estimation  

The ModClark unit hydrograph was used as the main tool in the transform method. 

Through this method, time of concentration and storage coefficients can be estimated. 

These two parameters were estimated using the grid cell file developed in the ArcGIS 

software with the extension of the HEC-GeoHMS. The estimation process was 

conducted using the NRC's formula that considers the curve number (CN) and slopes 

as a primary data to be input in the model. After acquiring these two parameters, the 

time of concentration and the storage coefficients can be easily calculated through 

NRC’s formula, as shown in equation 4.1.  

Tc =
L0.8(

100
CN − 9)0.7

1140𝑆0.5
,                                                           ( 4. 1) 

In the above formula, the Tc is the time of concentration (Hr), CN is the curve number, 

L is the longest length in feet, and S is the slope percentage.  

The relationship between the time of concentration and storage coefficient is defined 

in equation 4.2 based on the NRCS method.  

TC

R
= 1.46 −

0.0867∗L2

  A
,                                                         ( 4.2) 

In the above formula, Tc is the time of concentration, R is the storage coefficient in 

hour, L is the longest length in miles, and A is the drainage area in square miles. All 

these factors were generated and calculated using the HEC-GeoHMS extension tool in 

ArcGIS. 

In the above sentences, it is mentioned that to calculate Tc and R, two important 

parameters (CN and slope ) are needed. The CN and slope raster were developed for 

the Hanwella catchment so that it could be possible to estimate the mean values in 

lumped and distributed models using ArcGIS software. For generating the slope raster, 

the 30m DEM resolution published by Survey Department of Sri Lanka was used in 

this study. Also, the CN grid raster was developed using the landuse and land cover 

map published by the Survey Department and is shown in Figure 4-4. It is worth 

mentioning that the CN values for individual landuse were used according to Chow et 
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al.’s (1988) suggestions. The CN and slope rasters for the Kelani Ganga river basin at 

Hanwella catchment are shown in Figures 4-4 and 4-5 respectively. All the mean 

values retrieved from the CN and slope rasters are listed in Table 6-B, Appendix B.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-4 CN grid raster for the Kelani river basin at Hanwella catchment  

 

Figure 4-5 Slope raster for the Kelani river basin at Hanwella catchment  
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 Base flow computation 

According to the literature review, the base flow computation in many hydrologic 

modelling around the world is carried out using the exponential recession method 

(Arnold, Allen, Mutt1ah, & Ber, 1995). The HEC (2000) defines the exponential 

recession method as a direct relationship between Qt (the base flow at any time) and 

Q0 (the initial base flow). The initial base flow is the flow after whic surface runoff 

contributes to the streamflow. The relevant formula is shown in equation 4.3 below: 

Qt = Q0kt,                                                                       ( 4. 3) 

where Q0 is the initial baseflow (at time 0) and K is the exponential decay constant, 

where K is defined as the ratio of the baseflow at time t to the baseflow one day earlier 

(Arlen & Feldman, 2000). 

Before the base flow can be calculated, the HEC-HMS model needs two parameters to 

be set. These two parameters are K and the ratio of the threshold discharge to the peak 

discharge. For estimation of these two parameters, a set of rainfall and runoff data from 

20th April 2008 to 26th April 2008 was analysed, as presented in Figure 4-6. The 

optimum values of K and R were set through the calibration procedure.  

 

 Figure 4-6 Selected hydrograph for baseflow computation at Hanwella catchment 
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Table 4-5 Rainfall and streamflow values for computation of baseflow parameters  

Date 
Thiessen mean rainfall 

(mm/day) 

Observed streamflow 

(mm/day) 

20-Apr-08 7.28 6.23 

21-Apr-08 6.12 5.24 

22-Apr-08 1.85 3.60 

23-Apr-08 1.82 3.23 

24-Apr-08 11.08 3.00 

25-Apr-08 33.51 3.72 

26-Apr-08 54.11 6.49 

27-Apr-08 78.31 16.23 

28-Apr-08 149.58 35.42 

29-Apr-08 15.71 64.47 

30-Apr-08 8.36 45.55 

1-May-08 8.71 25.15 

2-May-08 4.93 13.71 

3-May-08 14.67 8.71 

4-May-08 8.75 7.14 

5-May-08 5.21 6.31 

6-May-08 6.64 5.61 

7-May-08 4.58 5.79 

8-May-08 9.02 4.65 

9-May-08 14.04 5.34 

10-May-08 1.88 4.23 

11-May-08 6.56 3.37 

 

The Q0 and Qt were found as in Table 3-8. The Qo was 6.23 (initial flow at any point 

of time) and Qt  was 6.49 (the time before starting the peak). After Qt, the hydrograph 

was the result of the joint contribution of baseflow and direct runoff. According to the 

mentioned rationalization, the values of the parameters were retrieved for calculation. 

According to equation 4.3, the K parameter is calculated:  

𝑄𝑡 = 𝑄0𝑘 𝑡                                                                   ( 4. 2) 

                        6.49 = 6.23k7  

After the calculation, the K value was retrieved (k=1.006).  
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Similarly, the ratio to peak and threshold discharge was calculated using the data in 

Figure 4-6. The threshold discharge was calculated as Qtr = 9 mm/day, and the peak 

discharge was calculated as  Qpeak = 65 mm/day.  

Finally, the ratio-to-peak value 

 (R=  
Qtr

Qpeak
=

9

65
= 0.138 )  

was calculated.  

 Parameter estimation using the literature  

Some of the parameters related to the hydraulic properties of soil were estimated from 

the literature. Accurate estimation of those parameters requires an extensive 

investigation of basin soils, which due to the limits of budget and time in this study, 

was beyond the scope of this research. In Table 4-6, all of these parameters are 

mentioned. In this research, the initial values of these parameters were estimated using 

the ranges of values that were described in previous studies. Optimum values were set 

through the calibration process. 

    Table 4-6 Parameters estimated from the literature 

 

 Parameter estimation using streamflow recession analysis  

Groundwater layer 1 and 2 storage coefficients and storage depths were estimated 

using the recession analysis approach suggested by Fleming et al. (2004). Proceeding 

that, hydrographs of five independent storm events were analysed for the Kelani river 

basin. The inflection point on the receding limb of a hydrograph marks where the 

surface flow has stopped contributing to runoff (Linsley, 1975). After this point, the 

Parameters Source Range 

Max infiltration 

(mm/h) 

Saxton & Rawlas (2006); 

Gyawali (2013) 
5 - 45 

Tension storage 

(mm) 

U.S. Army Corps of Engineers 

(USACE, 2010) 
10.2 - 60.6 

Soil percolation 

(mm/h) 
WMS (1999); Gyawali (2013) 0.05 - 5 

Soil storage (mm) WMS (1999); Gyawali (2013)  40 - 150 
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receding limb represents contributions from both interflow and groundwater flow. 

Recession analysis of the historical streamflow data provides the constant recession 

value of the streamflow (Subramanya, 2013). 

The following function suggested by Fleming et al. (2004) was used to estimate the 

recession coefficient and groundwater storage. 

Qt = Q0kt,                                                                  (  4. 3) 

where Qt is the discharge at time t, Qo is the initial discharge, and Kr is the recession 

constant. The recession constant Kr consists of three components to account for three 

types of storage as follows:  

                          Kr=Krs.Krt. Krb,                                                            (  4. 4) 

where Krs is the recession constant for surface storage, Krt is the recession constant for 

interflow, and Krb is the recession constant for the base flow. For estimation of two 

different storage types, equation 4.3 was developed after the mathematical analysis 

into equation 4.4 as below: 

Q1

Q2
= Kr

(t1−t2)
,                                                                       ( 4.5) 

Using equation 4.5, the recession constant can be determined from the historical 

streamflow data. The storage St remaining at any time t is obtained as follows:  

St = ∫ Qtdt
∞

t

= ∫ Q0e−atdt
∞

t

=
Qt

a
,                                     ( 4.6)   

where     

x = −lnKr,                                                                                 ( 4.7) 

To study the streamflow recession analysis, events were selected for the whole 

calibration period, starting from the year 2007/2008 to the year 2011/2012, for 

estimation of the mentioned parameters. 

Hydrographs were chosen from the different seasons and from those storm events 

where no rainfall occurred. As a representative example, here one event for the year 

2007/2008 is selected from the 16th Nov to the 28th Nov (Figure 4-7). In order to 

perform streamflow recession analysis for estimation of the groundwater storages 

parameters, the hydrograph was analysed by subtracting the groundwater, interflow, 
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surface runoff and interflow from the total hydrograph, as shown in Figure 4-7. The 

main literature source used for streamflow recession analysis was Linsley (1975). In 

addition,  for every single year of calibration, a similar process wasconducted, which 

can be seen in Figures 1-B to 4-B in Appendix B.   

 

The results of the streamflow recession analysis are shown in Table 4-7 for the entire 

calibration period.  

    Table 4-7 Streamflow recession analysis results 

Parameters 
Years  

Average 
2007 2009 2010 2012 2013 

Base flow storage 

(mm) 
21.8 15.8 24.1 155.7 102.64 64 

Base flow constant 

(Hr) 
240 264 192 144 168 201.6 

Interflow 

storage(mm) 
2.2 1.2 1.1 9 13.5 5.4 

Interflow recession 

constant (Hr) 
120 120 96 52 72 92 

 

4.2 Objective functions recommendations  

The MRAE is used as a primary metric objective function in this research work. This 

indicator has been used widely in hydrologic modelling of Sri Lankan river basins by 

major researchers (Wijesekera & Abeynayake, 2003; Perera & Wijesekera, 2011; 

Khandu, 2015; Sharifi, 2015; Jayadeera, 2016 and Dissanayake, 2017). This objective 

Figure 4-7 Selected event for the year 2007: streamflow recession analysis  
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function is also suggested by the World Meteorological Organization (WMO, 1975). 

Besides the MRAE, other objective functions are also used for evaluating the 

efficiency of current hydrological model performance. These objective functions are 

the coefficient of determination (R2); percentage error in volume (PVE), as suggested 

by Jain and Singh (2003); and the NSE indicator, as suggested by Nash and Sutcliffe 

(1970) are all used in this study.  

Recommended ranges of the mentioned objective functions for evaluating the 

performance of the hydrological models are summarized in Table 4-8. The MRAE 

objective function ranges are adopted from Wijesekera et al. (2003); Moriasi, Arnold, 

and Van Liew (2007); Perera et al.(2011); Khandu (2015); Sharif (2015); Jayadeera 

(2016) and Dissanayake (2017). The PBIAS and NSE ranges were retrieved based on 

Moriasi et al.’s (2007) suggestion.  

  Table 4-8 Objective function recommendations 

Performance 

rating 
R2 PBIAS/PVE NSE MRAE 

Very good 0.75< R2 ≤1 PBIAS≤±10 0.75<NSE≤1 0<MRAE<4 

Good 0.65 <R2 ≤0.75 
±10 ≤PBIAS 

<±15 
0.65<NSE≤0.75 0<MRAE<5 

Satisfactory 0.75< R2 ≤0.65 
±15 ≤PBIAS 

<±25 
0.50<NSE≤0.65 5<MRAE<7 

Unsatisfactory R2 ≤ 0.5 PBIAS≥±25 NSE≤0.5 MRAE>7 

 

4.3 Sensitivity analysis  

Sensitivity analysis of the HEC-HMS model with the SMA algorithm was one of the 

main objectives of this study. For this analysis, all SMA parameters were varied from 

-50% to +50% in increments of 10%. Each parameter was varied individually while 

keeping other parameters constant. The percentage changes in simulated volume 

plotted against the variation of each parameter are presented in Figure 4-8. Figure 4-8 

illustrates that soil percolation was the most sensitive parameter and the GW2 

coefficient was the least sensitive parameter relating to the changes in simulated 

volume. Other studies conducted for the Dale Hollow basin, the Cumberland river 
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basin, the Blue Nile river basin, and the Kulfo and Bilate catchments in the Abaya-

Chamo sub-basin frequently found that soil percolation was the most sensitive 

parameter. After soil percolation, tension zone storage and soil storage parameters 

were identified as the following most sensitive parameters.  

 

 

 

 

 

 

 

 

 

To find the sensitivity of other parameters used in this study in addition to the SMA, 

the same procedure of changing the parameters from -50% to +50% in an increments 

of 10% was conducted (shown in Figure 4-9). It was found that among all the 

parameters, the impervious percentage is one of the most sensitive parameters and 

needs to be accurately estimated for successful modelling purposes.  

 

 

 

 

 

 

 

Figure 4-8 Sensitivity analysis for SMA parameters 

 

 

Figure 4-9 Sensitivity analysis for all parameters 
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4.4 Results for the lumped model 

The results of the analysis were embedded in the form of water balance, flow duration 

curve, hydrographs, and objective functions. All the results are shown below, 

including the entire calibration and verification periods.  

 Annual water balance 

The results of the model are shown in water balance form to ascertain the accuracy 

between the observed and simulated streamflows. The annual water balance values for 

the calibration period are shown in Table 4-9 and Figure 4-10. 

Table 4-9 Annual water balance values for the calibration period of the lumped model 

Water 

year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2007-2008 4,294 1,878 2,099 2,195 2,415 221 

2008-2009 3,593 1,452 1,367 2,226 2,142 -84 

2009-2010 3,872 1,597 1,676 2,196 2,275 79 

2010-2011 3,967 1,878 1,986 1,981 2,089 108 

2011-2012 2,532 812 639 1,893 1,720 -173 

 

 

 

 

 

 

 

 

 

 

 

The differences in water balance are illustrated in Figure 4-10 in red and are equal  

3.82 % for the entire calibration period. This value indicates the accuracy of the model 
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Figure 4-10 Annual water balances for the calibration period of the lumped model  
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due to its existence in an acceptable range as described in the literature review section.   

Similarly, the annual water balance was carried out for the verification period to verify 

the accuracy of the amount of water entering and exiting the catchment. The annual 

water balance for the calibration period is illustrated in Table 4-10 and Figure 4-11. 

As a result of these checks for the verification period, the maximum difference was 

near 10 %, and occurred in the year 2015/2016. This value is in the acceptable range 

according to the literature, which demonstrated a well-defined model during the 

verification period. Overall, for the verification period, the average error defined in the 

calculation was 5.87 %, indicating a precise hydrological model.   

Table 4-10 Annual water balance values for the verification period of the lumped 

model 

Water 

year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2012-2013 4,253 1,872 2,161 2,093 2,382 289 

2013-2014 3,271 1,145 1,169 2,103 2,126 24 

2014-2015 3,666 1,263 1,543 2,123 2,403 280 

2015-2016 3,666 1,808 2,196 1,729 2,117 388 

2016-2017 3,568 1,378 1,508 2,060 2,191 130 

 

 

 

 

 

 

 

 

 

 

Figure 4-11 Annual water balances for the verification period of the lumped model 
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 Flow duration curve  

A flow duration curve for the entire calibration and verification period was generated 

and contained both observed and simulated streamflows. It is presented in normal and 

semi-log scale in Figures 4-12 and 4-13. It has been classified into three categories of 

flows based on studies described in the literature review section high (≤10%), medium 

(10 % < X ≤ 70%)  and low (>70%).    

Figure 4-12 Flow duration curve for the calibration period of the lumped model (a, b)  

 

0

20

40

60

80

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

S
tr

ea
m

fl
o

w
 

(m
m

/d
a

y
)

Probability of Excedence % 
Observed SimulatedOriginal in color 

a)

0.01

0.1

1

10

100

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

S
tr

ea
m

fl
o

w
 

(m
m

/d
a

y
)

Probability of Excedence % 
Observed SimulatedOriginal in color

b)

0

20

40

60

80

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

S
tr

ea
m

fl
o

w
 

(m
m

/d
a

y
)

Probability of Excedence % 

Observed SimulatedOriginal in color 

a)

0.01

0.1

1

10

100

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

S
tr

ea
m

fl
o
w

 

(m
m

/d
a

y
)

Probability of Excedence % 
Observed SimulatedOriginal in color

b)

Figure 4-13 Flow duration curve for the verification period of lumped model (a, b)  
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 Outflow hydrograph (calibration period) 

The outflow hydrograph results for the entire calibration period are shown in Figure 

4-14 and Figure 4-15 in semi-log and normal scales respectively.  
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Figure 4-14 Hydrograph for calibration period of lumped model (semi-log scale) 
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Figure 4-15 hydrograph for calibration period of lumped model (normal scale) 
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 Outflow hydrograph (verification period) 

Similarly, the outflow hydrograph results for the entire verification period are shown 

in Figure 4-16 and Figure 4-17 in semi-log and normal scales respectively. 
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Figure 4-16 Hydrograph for verification period of lumped model (semi-log scale) 
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Figure 4-17 Hydrograph for verification period of lumped model (normal scale) 
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 Lumped model performance  

The lumped model performance was evaluated with MRAE, Nash, PVE, and R2 for 

both the calibration and verification periods in respect to high, medium, and low flows, 

as presented in Table 4-11.  

 Table 4-11 Model performance for the lumped model 

S
u

m
m

a
ry

 F
lo

w
 

Period  
Flow 

classification  
MRAE NASH PVE R2 

Calibration   

Overall 0.45 0.85 1.95 0.85 

High  0. 30 0.66 13.25% 0.75 

Medium  0.39 0.41 -5.79% 0.53 

Low  0.64 -33.09 
-

13.20% 
0.04 

Verification 

Overall 0.44 0.83 12.95% 0.84 

High  0.32 0.59 19.81% 0.75 

Medium  0.36 0.51 7.60% 0.56 

Low  0.63 -17.53 8.40% 0.06 

Calibration and 

verification  
Average 0.45 0.84 7.45% 0.85 

 

Similarly, the relationship between the observed and simulated streamflows is shown 

in a scatter plot in Figure 4-18 for the entire period of study. Scatter plots only for 

calibration and verification periods are shown in Figure 1-C and Figure 2-C in  

Appendix C, respectively.  
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Figure 4-18 Relationship between observed and simulated 

streamflow in a scatter plot for the lumped model  
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4.5 Results for three-subdivisions  

According to the main scope of this research to compare the efficiency of lumped and 

distributed models, a three-subdivision model based on the maximum drainage area 

was generated by the ArcGIS tool. Similar to the lumped model, the results with three- 

subdivisions are shown in the form of water balance, a flow duration curve, outflow 

hydrographs, and objective functions for the entire calibration and verification periods.   

 Annual water balance  

Annual water balance is an important method of accuracy evaluation for calculated 

and simulated water balances. The annual water balance values for the calibration 

period in the three-subdivision model are shown in Table 4-12 and Figure 4-19, 

respectively. 

Table 4-12 Annual water balance values for the calibration period of the three- 

subdivision model 

Water year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2007-2008 4,294 1,763 2,099 2,195 2,531 336 

2008-2009 3,593 1,453 1,367 2,226 2,141 -85 

2009-2010 3,872 1,641 1,676 2,196 2,231 35 

2010-2011 3,967 1,867 1,986 1,981 2,100 119 

2011-2012 2,532 949 639 1,893 1,583 -310 

 

 

 

 

 

 

 

 

 

 Figure 4-19 Annual water balance for the calibration period for the three-subdivision model 
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Based on Table 4-12 and Figure 4-19, the maximum errors in water balance occurred 

for the years 2007/2008 and 2011/2012, at 7.8% and 12.2% respectively. In the same 

fashion, the overall average error for the entire calibration period was 5.3 %, which 

according to literature review is in the acceptable range.   

Similarly, for the verification period, annual water balance difference for comparisons 

of observed and calculated streamflow were performed to check the accuracy of the 

amount of water entering and exiting from the basin. The water balance results are 

shown in Table 4-13 and Figure 4-20. The comparison illustrated that the maximum 

error occurred in the year 2012/2013, and was 5.4%. Overall, for the entire period, the 

average error was equal to 4.98%, which was higher than the calibration period. This 

value, according to the literature review, is within the acceptable range.   

Table 4-13 Annual water balance values for the verification period of the three- 

subdivision model 

 

 

 

 

 

 

 

s 

Water 

year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2012-2013 4,253 4,253 2,161 2,093 2,316 223 

2013-2014 3,271 1,352 1,169 2,103 1,920 -183 

2014-2015 3,666 1,491 1,543 2,123 2,175 52 

2015-2016 3,666 1,953 2,196 1,729 1,973 243 

2016-2017 3,568 1,722 1,508 2,060 1,846 -214 

Figure 4-20 Annual water balance for verification period for the three-subdivision model 
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 Flow duration curve  

Flow duration curves for the entire calibration and verification periods were generated 

and contained both observed and simulated streamflow data. These are presented in 

normal and semi-log scales in Figures 4-21 and 4-22. Flows were classified into three 

categories of high (≤10%), medium (10 % < X ≤ 70 %) and low ( >70%) based on 

studies described in details in the literature review section. 

 

 

 

 

 

 

Figure 4-21 Flow duration curve for the calibration period for three-subdivision model (a, b) 
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Figure 4-22 Flow duration curve for verification period for the three-sub division model (a, b) 
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 Outflow hydrograph (calibration period) 

The outflow hydrograph results for the entire calibration period are demonstrated in 

Figure 4-23 and Figure 4-24 in normal and semi-log scales respectively. 
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Figure 4-23 Hydrograph for calibration period for the three-subdivision model (normal scale)  
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Figure 4-24 Hydrograph for calibration period for the three-subdivision model (semi-log scale) 
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 Outflow hydrograph (verification period) 

The outflow hydrograph results for the entire verification period are shown in Figure 

4-25 and Figure 4-26 in normal and semi-log scale respectively. 
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Figure 4-25 Hydrograph for the verification period for the three-subdivision model (normal scale) 
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Figure 4-26 Hydrograph for the verification period for the three-subdivision model (semi-log scale) 
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 Model performance 

Three subdivision model performance was evaluated with MRAE, NSE, PVE and R2 

for both calibration and verification periods with respect to high, medium, and low 

flows, as presented in Table 4-14.  

Table 4-14 Model performance for the three-subdivision model 

S
u

m
m

a
ry

 F
lo

w
 

Period 
Flow 

classification 
MRAE NASH PVE R2 

Calibration 

Overall 0.47 0.84 1.2% 0.83 

High 0.28 0.65 16.4% 0.76 

Medium 0.41 0.32 -5.9% 0.45 

Low 0.65 -32.25 -43.9% 0.12 

Verification 

Overall 0.49 0.79 1.41% 0.79 

High 0.32 0.48 19.63% 0.67 

Medium 0.40 0.34 -8.25% 0.46 

Low 0.72 -23.17 -45.02% 0.05 

Calibration and 

verification 
Average 0.48 0.81 0.01 0.81 

Similarly, the relation of observed and simulated streamflow is shown in a scatter plot 

in Figure 4-27 for the entire period of study. Scatter plots only for calibration and 

verification period are shown in Figure 3-C and Figure 4-C in  Appendix C, 

respectively. 
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Figure 4-27 Relationship between observed and simulated 

streamflow in a scatter plot for the three-subdivision model 
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4.6 Results for five-subdivision model  

The five-subdivision model was generated as a part of the distributed models for 

comparison purposes with lumped and other subdivision models. It was derived 

through the maximum drainage area method using ArcGIS along with of the HEC-

GeoHMS and Arc Hydro extension tools. The results are shown here in the form of 

water balances, flow duration curves, outflow hydrographs, and objective functions 

for the entire calibration and verification periods.   

 Annual water balance  

Annual water balance results for the calibration period, considering a five-subdivision 

model are shown in Table 4-15 and Figure 4-28, respectively. This result is important 

in specifying the miscalculated flow with respect to the observed flow from an annual 

water balance perspective.  

Table 4-15 Annual water balance values for the calibration period for the five- 

subdivision model 

Water year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2007-2008 4,294 1,882 2,099 2,195 2,412 218 

2008-2009 3,593 1,271 1,367 2,226 2,322 96 

2009-2010 3,872 1,578 1,676 2,196 2,294 98 

2010-2011 3,967 1,860 1,986 1,981 2,107 126 

2011-2012 2,532 763 639 1,893 1,769 -124 
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Figure 4-29 Annual water balance for the calibration period of the five-subdivision model 
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Figure 4-28 illustrates the water balance differences in red. The maximum error in 

water balance marked in year 2007/2008 corresponds to 5%. Similarly, for the entire 

calibration period is equal to 3.7%, which, according to the literature indicates an 

acceptable error.   

For the verification period, an annual water balance difference comparison of the 

observed and calculated streamflow data was performed to check the agreement 

between the amount of water entering and exiting from the basin. The water balance 

results are shown in Table 4-16 and Figure 4-29. This comparison illustrated that the 

maximum error occurred in the year 2012/2013 and corresponds to 10.63%. Overall, 

for the entire period of study, the error average was equal to 5.8%, which is higher 

than that in the calibration period. Despite that, it is in an acceptable range as described 

in the literature.    

Table 4-16 Annual water balance values for the verification period of the five- 

subdivision model 

Water 

year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2012-2013 4,253 1,708 2,161 2,093 2,545 452 

2013-2014 3,271 1,141 1,169 2,103 2,131 28 

2014-2015 3,666 1,206 1,543 2,123 2,459 336 

2015-2016 3,666 1,940 2,196 1,729 1,985 256 

2016-2017 3,568 1,459 1,508 2,060 2,109 49 

 

 

 

 

 

 

 

 

 

Figure 4-30 Annual water balances for the verification period of the five-subdivision model 
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 Flow duration curve  

Flow duration curves for the entire calibration and verification periods were generated 

and contain both observed and simulated streamflow data. They are presented here in 

normal and semi-log scales in Figure 4-30 and 4-31 respectively. Further, they are 

classified into three categories of high (≤10%), medium (10% < X ≤ 70%), and low 

(>70%) flows based on the studies described in the literature review section.  

 

   

 

 

 

 

 

 

 

 

 

Figure 4-32 Flow duration curve for the verification period of five-subdivision model (a, b) 
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Figure 4-31 Flow duration curve for the calibration period of the five-subdivision model (a, b) 

 



 

 

84 

 

 Outflow hydrograph (calibration period) 

The outflow hydrograph results for the entire calibration period of the five-subdivision 

model are shown in Figure 4-32 and Figure 4-33 in normal and semi-log scales 

respectively.  

Figure 4-33 Hydrograph for the calibration period of the five sub division model (normal scale) 

Time 
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Figure 4-34 Hydrograph for the calibration period of the five-subdivision model (semi-log scale) 
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 Outflow hydrograph (verification period) 

The outflow hydrograph results for the entire verification period of the five-

subdivision model are shown in Figure 4-34 and Figure 4-35 in normal and semi-log 

scales, respectively. 
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Figure 4-35 Hydrograph for the verification period of the five-subdivision model (normal scale) 
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Figure 4-36 Hydrograph for the verification period of the five-subdivision model (semi-log scale) 
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 Model performance 

The five-subdivision model performance was evaluated with MRAE, NSE, PVE, and 

R2 for the total calibration and verification periods with respect to high, medium, and 

low flows, as presented in Table 4-17.  

Table 4-17 Model performance for  the five-subdivision model  

Similarly, the relationship between the observed and simulated streamflow data is 

shown in a scatter plot in Figure 4-36 for the entire period of study. Specific plots only 

for the calibration and verification periods are shown in Figure 5-C and Figure 6-C in 

Appendix C respectively.  
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Period 
Flow 

classification 
MRAE NSE PVE R2 

Calibration   

Overall 0.38 0.82 5.3% 0.83 

High 0.31 0.60 12.5% 0.73 

Medium 0.37 0.27 1.5% 0.47 

Low 0.44 -16.71 -13.0% 0.12 

Verification 

Overall 0.36 0.80 13.07% 0.81 

High 0.30 0.59 14.03% 0.73 

Medium 0.34 0.54 16.24% 0.61 

Low 0.42 -2.84 -13.71% 0.36 

Calibration and 

verification  
Average 0.37 0.81 11.17% 0.82 

Figure 4-37 Relationship between the observed and 

simulated streamflow in scatter plot for the five- 

subdivision model 
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4.7 Results for the eight-subdivision model  

The model with eight subdivisions was one of the distributed models created to be 

compared with the lumped model and other subdivision models. Eight subdivision 

models were generated using ArcGIS along with the HEC-GeoHMS and Arc Hydro 

extension tools through the maximum drainage area method. The results that for the 

entire calibration and verification periods are shown here with water balances, flow 

duration curves, outflow hydrographs, and objective functions.   

 Annual water balance  

Annual water balance results for the entire calibration period of the eight-subdivision 

model are shown in Table 4-18 and Figure 4-37. The importance of this calculation 

lies in for specifying the accuracy of calculated versus observed flows from the 

perspective of the annual water balance.  

Table 4-18 Annual water balance values for the calibration period of the eight- 

subdivision model 

Water year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2007-2008 4,294 1,975 2,099 2,195 2,319 124 

2008-2009 3,593 1,424 1,367 2,226 2,170 -56 

2009-2010 3,872 1,723 1,676 2,196 2,149 -47 

2010-2011 3,967 1,974 1,986 1,981 1,992 11 

2011-2012 2,532 874 639 1,893 1,658 -235 
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Figure 4-38 Annual water balance for the calibration period of the eight-subdivision model 
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Based on table 4-18 and Figure 4-37, the maximum error in water balance was 

recorded in the year 2011/2012 and is 9.3 %. The average difference in the percentage 

of water balance in the whole calibration period is equal to 3.04 %, which according 

to the literature, indicates an acceptable error.  

Similarly, for the verification period, an annual water balance computation to check 

the accuracy of the observed and calculated streamflows was performed. This is 

presented in Table 4-19 and Figure 4-38. The result of this comparison illustrates that 

the maximum error occurred in the year 2012/2013 and was 6.95%. Overall, for the 

entire verification period, the average error was equal to 4.65 %, which is higher than 

that of the calibration period. Despite that, all the errors were within an acceptable 

range as described in the literature review section.   

Table 4-19 Annual water balance values for the verification period of the eight-

subdivision model  

Water 

year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2012-2013 4,253 4,253 2,161 2,093 2,388 296 

2013-2014 3,271 1,286 1,169 2,103 1,985 -118 

2014-2015 3,666 1,463 1,543 2,123 2,203 79 

2015-2016 3,666 2,031 2,196 1,729 1,894 165 

2016-2017 3,568 1,724 1,508 2,060 1,844 -216 
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Figure 4-39 Annual water balances for the verification period of the eight-subdivision model  
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Figure 4-40 Flow duration curve for the calibration period of the eight-subdivision model (a, b)   

 

 Flow duration curve  

Flow duration curves for the calibration and verification periods were generated and 

contains both observed and simulated streamflows. These are presented in normal and 

semi-log scales in Figures 4-39 and 4-40 respectively. Flows were classified into three 

categories of high (≤10%), medium (10% < X ≤ 70%), and low (>70%) based on 

studies described in the literature review section.  
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Figure 4-41 Flow duration curve for the verification period of the eight-subdivision model (a, b) 
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 Outflow hydrograph (calibration period) 

The outflow hydrograph results for the calibration period of eight subdivision model 

are shown in Figure 4-41 and Figure 4-42 in normal and semi-log scales respectively. 

 

Figure 4-42 Hydrograph for the calibration period of the eight-subdivision model (normal scale) 
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Figure 4-43 Hydrograph for the calibration period of the eight-subdivision model (semi-log scale) 
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 Outflow hydrograph (verification period) 

The outflow hydrograph results for the verification period of the eight-subdivision 

model are shown in Figure 4-43 and Figure 4-44 in normal and semi-log scales 

respectively.   

Figure 4-44 Hydrograph for verification period of eight-subdivision model (normal scale) 
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Figure 4-45 Hydrograph for the verification period of the eight-subdivision model (semi-log scale) 
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 Model performance 

The eight-subdivision model performance was evaluated with MRAE, NSE, PVE, and 

R2 for entire calibration and verification periods with respect to high, medium, and low 

flows, as presented in Table 4-20.  

Table 4-20 Model performance for the eight-subdivision model 

S
u

m
m

a
ry

 F
lo

w
 

Period 
Flow 

classification 
MRAE NSE PVE R2 

Calibration   

Overall 0.44 0.79 -2.7% 0.79 

High 0.29 0.55 12.2% 0.68 

Medium 0.40 0.12 -11.3% 0.48 

Low 0.56 -31.09 -34.7% 0.04 

Verification 

Overall 0.40 0.76 2.4% 0.76 

High 0.32 0.35 16.9% 0.60 

Medium 0.34 0.47 -6.4% 0.58 

Low 0.55 -13.24 -26.6% 0.09 

Calibration and 

verification  
Average 0.42 0.78 2.55 0.78 

Similarly, the relationship between the observed and simulated streamflows is shown 

in a scatter plot in Figure 4-45 for the entire period of study. Plots only for the 

calibration and verification periods are shown in Figure 7-C and Figure 8-C in 

Appendix C respectively. 

 
Figure 4-46 Relationship between observed and simulated 

streamflow in scatter plot for the eight-subdivision model 
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4.8 Results for the 12-subdivision model  

The model with the 12-subdivisions was a distributed models to be compared with the 

lumped and other subdivision models. The 12-subdivision model was generated using 

ArcGIS along with HEC-GeoHMS and Arc-Hydro extension tools through the 

maximum drainage area method. The results for the entire calibration and verification 

periods are shown here in the forms of water balance, flow duration curves, outflow 

hydrographs, and objective functions.   

 Annual water balance  

Annual water balance results for the calibration period of the 12-subdivision model are 

shown in Table 4-21 and Figure 4-46 respectively. This calculation is important to 

determine the accuracy level of calculated and observed streamflow from the annual 

water balance perspective. 

Table 4-21 Annual water balance values for the calibration period of the 12- 

subdivision model  

Water year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2007-2008 4,294 1,927 2,099 2,195 2,367 172 

2008-2009 3,593 1,161 1,367 2,226 2,432 206 

2009-2010 3,872 1,451 1,676 2,196 2,421 225 

2010-2011 3,967 1,817 1,986 1,981 2,150 169 

2011-2012 2,532 610 639 1,893 1,922 29 
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Figure 4-47 Annual water balances for the calibration period of 12-subdivision model 
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Based on Table 4-21 and Figure 4-46, the maximum error in water balance was from 

the year 2009/2010 and was 5.8 %. The average difference in the percentage of water 

balance over the entire calibration period is equal to 4.2%, which is within the range 

recommended by the literature.   

Similarly, for the verification period, the annual water balance difference of observed 

and calculated streamflow values was studied to identify the accuracy of the model. 

This computation is presented in Table 4-22 and Figure 4-47. The results of this 

comparison illustrate that the maximum error occurred in the year 2012/2013 and 

was14.5%, which is a higher value than to the ranges recommended by the literature.  

Overall, the average error for the verification period is equal to 7.8 %, which is higher 

than that of the calibration period but still within the acceptable range recommended 

by the literature. 

Table 4-22 Annual water balance values for the verification period of the 12-subdivision 

model 

 

 

 

 

 

 

 

Water 

year 

Thiessen 

averaged 

rainfall 

(mm) 

Simulated 

streamflow 

(mm) 

Observed 

streamflow 

(mm) 

Observed 

water 

balance 

(mm) 

Simulated 

water 

balance 

(mm) 

Annual 

water 

balance 

difference 

(mm) 

2012-2013 4,253 4,253 2161 2,093 2,710 617 

2013-2014 3,271 977 1,169 2,103 2,294 192 

2014-2015 3,666 1,066 1,543 2,123 2,600 477 

2015-2016 3,666 2,009 2,196 1,729 1,916 187 

2016-2017 3,568 1,481 1,508 2,060 2,087 27 

Figure 4-48 Annual water balances for the verification period of the 12-subdivision model 
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 Flow duration curve  

Flow duration curves for the entire calibration and verification periods were generated 

and contain both observed and simulated stream flows. These are presented here in 

normal and semi-log scales in Figures 4-48 and 4-49, respectively. Further, they are 

classified into three categories of high (≤10%), medium (10% < X ≤ 70%), and low 

(>70%) flows based on studies described in the literature review section.  
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Figure 4-49 Flow duration curve for the calibration period of 12-subdivision model (a, b) 

 

Figure 4-50 Flow duration curves for the validation period of 12-subdivision model (a, b) 
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 Outflow hydrograph (calibration period) 

The outflow hydrograph results for the calibration period of the 12-subdivision model 

are shown in Figure 4-50 and Figure 4-51 in normal and semi-log scales respectively. 
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Figure 4-51 Hydrograph for the calibration period of the 12-subdivision model (normal scale) 
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Figure 4-52 Hydrograph for the calibration period of 12-subdivision model (semi-log scale) 

Time 



 

 

102 

 

 Outflow hydrograph (verification period) 

The outflow hydrograph results for the verification period of the 12-subdivision model 

are shown in Figure 4-52 and Figure 4-53 in normal and semi-log scales respectively. 
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Figure 4-53 Hydrograph for the verification period of the 12-subdivision model (normal scale) 
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Figure 4-54 Hydrograph for the verification period of the 12-subdivision model (semi-log scale) 
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 Model performance 

The 12-subdivision model’s performance was evaluated with MRAE, NSE, PVE, and 

R2 for the entire calibration and verification periods with respect to high, medium, and 

low flows, as presented in Table 4-23.  

Table 4-23 Model performance of the 12-subdivision model  

S
u

m
m

a
ry

 F
lo

w
 

Period 
Flow 

classification 
MRAE NSE PVE R2 

Calibration 

Overall 0.49 0.75 10.2% 0.80 

High 0.36 0.46 5.7% 0.71 

Medium 0.44 -0.11 12.1% 0.42 

Low 0.65 -33.52 25.9% 0.03 

Verification 

Overall 0.49 0.65 17.5% 0.75 

High 0.39 0.43 0.0% 0.68 

Medium 0.47 0.45 27.9% 0.59 

Low 0.56 -1.11 23.1% 0.37 

Calibration and 

verification 
Average 0.49 0.70 2.55 0.77 

Similarly, the relationship between observed and simulated streamflow is shown in a 

scatter plot in Figure 4-54 for the entire period of study. Specific plots only for the 

calibration and verification periods are shown in Figure 9-C and Figure 10-C in 

Appendix C, respectively. 

 

 

 

 

 

 

 

 

 

 

Figure 4-55 Relationship between observed and simulated 

streamflow for 12-subdivision model 
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4.9 Results comparison  

All the results of this hydrological modelling were compared for better clarification. 

The comparison is based on the recommended objective functions mentioned in the 

literature review section, which are MRAE, NSE, PVE, and R2. The results 

comparison consists of both the calibration and verification periods, which will be 

individually compared in here.  

 Results comparison for the calibration period  

The calibration period in this research consisted of 5 years of data on seasonal rainfall 

in Sri Lanka (Maha and Yala) from the year 2007/2008 to the year 2011/2012. Efforts 

were made to use the calibration period to increase model efficiency. This effort 

included looking for the optimum subdivision model suitable for water resource 

assessment in the Kelani river basin in Sri Lanka. Because of this, the flow duration 

curves are classified into three categories of high, medium and low flows for ease of 

comparison.  

At first, high flows of all models including the lumped, three, five, eight and 12-

subdivisions models were compared (shown in Figure 4-55). Figure 4-55 illustrates 

that MRAE has a constant low value within the lumped, three, and eight-subdivisions  

models and a high value in the 12-subdivision model. Likewise, the Nash indicator has 

high values only in the lumped and five-subdivision models. Present error in volume 

has a maximum value in the three subdivision model but a minimum value in the 12- 

subdivision model, in the five and eight-subdivision models it has a constant rate.  

0%

4%

8%

12%

16%

20%

0.0

0.2

0.4

0.6

0.8

Lumped Model 3 sub division

Model

5 sub division

Model

8 Sub division

Model

12 Sub division

Model

A
n

n
u

a
l 

M
a
ss

 B
a
la

n
ce

 %

N
a
sh

-S
u

tc
li

ff
 /
 M

R
A

E

MRAE Nash PVE
High Flow (Calibration) Original In Color

Figure 4-56 High flows comparison for the calibration periods of all models  
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The medium flows were also compared for all models (shown in Figure 4-56). Figure 

4-56 illustrates that the MRAE values displayed a constant rate of 0.3 to 0.4 in all 

models except for the 12-subdivision model, where they increased. The Nash indicator 

had a maximum value in the lumped and three-subdivision, but it dramatically 

decreased with a constant slope of 0.4 to -10 in the models with more subdivisions. 

The PVE had a constant rate of -5% within the lumped and three-subdivision model. 

It has its minimum value in the five-subdivision model and maximum values in the 

eight and12-subdivision models.  

 

Next, objective functions for the low flows during the calibration period were 

compared. Figure 4-57 illustrates that MRAE has a nearly constant rate of 0.37 to 0.39 

in the lumped model and in the models up to the eight-subdivision one. However, it 

increased in the 12-subdivision model. The Nash indicator had maximum values in the 

lumped and three-subdivision models, but it decreased by 0.5 to -10 between the 

models with three to 12 subdivisions. Subsequently, the PVE had a constant rate near 

-5% for the lumped and three subdivision models. With respect to five-subdivision 

model, it had a minimum value (near 0), and respect to the 12-subdivision model, it 

had a maximum value. It can be concluded that medium and low flows in the five 

subdivision model showed decent performance with minimum MRAE, a high NSE, 

and less error in PVE.  

Figure 4-57 Medium flows comparison for the calibration periods of all models 
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In conclusion, the lumped model and all subdivision models (three, five, eight and 12) 

were compared in an average manner (from high to low), as shown in Figure 4-58. 

Figure 4-58 demonstrates that the MRAE had a minimum value in the model with five 

subdivision (less than 0.4) but a greater value (more than 0.4) in the models with other 

subdivision counts. The NSE objective function had a maximum value in the lumped 

model and a constant decreasing slope of 0.85 to 0.75 in the models with three to 12 

subdivisions. The PVE values had minimum error ranging from 2 to -2% in the 

lumped, three and eight-subdivisions models. In the five-subdivision model it slightly 

increased to more than 4 %, but in the 12-subdivision models it increased to 10 %, 

which shows the maximum error.   
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Figure 4-58 Low flows comparison for the calibration periods of all models 

 

Figure 4-59 Overall flows comparison for the calibration periods of all models 
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 Result comparison for the verification period  

A result comparison similar to that for the calibration period was carried out for the 

verification period to justify the accuracy of the model and parameter estimation 

methods. The verification period equivalent in length to the calibration period and 

consisted of five years of data, from 2012/2013 to 2016/2017. The verification 

assessed the suitability of using the model for various studies over the Kelani river 

basin in Sri Lanka. In the verification period, similar to the calibration period, flows 

were compared in high, medium and low categories based on the MRAE, NSE, and 

PVE.   

First of all, all models (Lumped, three subdivision, five subdivision, eight subdivision, 

and 12 subdivision) were compared with respect to high flows (shown in Figure 4-59). 

It can be seen in Figure 4-59 that the MRAE had the smallest value in the five-

subdivision model (close to 0.3) and the maximum value in the 12-subivision model 

(close to 0.4). The MRAE had fewer changes within three subdivision model and the 

lumped model. The Nash indicator had a high value (close to 0.6) only in the lumped 

and three-subdivision models. Similarly, the PVE had less error in the five-subdivision 

model (10 to 15 % ) compared to the lumped, three-subdivision and eight-subdivision 

model, although it had a minimum error in the 12-subdivision model that was nearly 

zero.  

 

 

 

 

 

 

 

   

 
Figure 4-60 High flows comparison for the verification periods of all models 
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After that, the medium flow comparison was carried out, as shown in Figure 4-60. 

Figure 4-60 illustrates that the MRAE had low values (closer to 0.35) in the five-

subdivision and lumped model. Also, it indicates that MRAE had values near or greater 

than 0.4 for the rest of the models, with the maximum amount in the 12-subdivision 

model (near to 0.5). Subsequently, the Nash (NSE) indicator had the maximum value 

(close to 0.6) in the five-subdivision and lumped models compared to the rest of the 

models. The PVE indicator had a maximum value (near 30%) in the 12-subdivision 

model and a minimum value (near 8%) in the lumped model. The PVE had values 

between -10% and 10% in the models with three to eight subdivisions.   

 

 

 

 

 

 

 

 

Subsequently, low flows were compared in the verification period for all models 

(shown in Figure 4-61). It can be illustrated from Figure 4-61 that MRAE had a 

constant rate near 0 in all subdivisions. The Nash indicator had maximum values in 

the five and 12-subdivision models but minimum values in the other models. The PVE 

indicator had a minimum error in the five-subdivision model that cannot be compared 

with other models, which showed higher PVEs.   

 

 

 

 

 

 

Figure 4-61 Medium flows comparison for the verification periods of all models  
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Figure 4-62 Low flows comparison for the verification periods of all models  
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Finally, all the flows were averaged and compared using the mentioned objective 

functions, as shown in Figure 4-62. Figure 4-62 illustrates that the MRAE had the 

lowest value (near 0.35) in the five-subdivision model and the highest values in the 

three and 12-subdivision models (near 0.5). The Nash indicator had the highest value 

in the lumped model (near 0.8), but it decreased with increases in subdivisions. In 

contrast to the MRAE, the PVE indicator had the lowest error (near 0) in the three and 

eight-subdivision models. It had the maximum error percentage in the 12-subdivision 

mode. For the  lumped and five-subdivision model, the PVE was near 12%.  
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Figure 4-63 Overall flows comparison for the verification periods of all models 
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5 DISCUSSION  

5.1 Model selection  

The model selection process was carried out in this research work to select the kind of 

model that can precisely simulate streamflow, particularly for water resource 

assessment purposes. Different hydrological models exist for various objectives such 

as flood and drought assessment, water resource assessment, infrastructure design, and 

so on. According to the applications of the models, they can be divided into event-

based and continuous hydrological models. Event-based models are used when 

simulating the peak of the hydrograph is the main purpose of the study, and in most 

cases the evapotranspiration component can be neglected. In continuous models, 

hydrological modelling more and less focuses on all aspects of a hydrograph. This type 

of modelling requires an extensive variety of data, including evapotranspiration.  

The search for a well-defined model that considers all the natural components in the 

modelling process for precisely simulating streamflow is a matter of extensive 

research. Losing water in a natural system through evapotranspiration, seepage, and 

other anthropogenic phenomena (parks, residential buildings, industries, agriculture, 

etc.) must considered to help in the improvement of hydrological models. There is a 

need for a well-defined model of the Kelani river basin that can efficiently simulate 

runoff with more focus on intermediate and low flows, which is the research objective 

in this study. After conducting numerous literature surveys, the SMA model was 

selected as a suitable hydrological model for water resource, environmental, and flood 

assessment purposes in a river basin. This model considers all the mentioned natural 

losses and contributions of water from groundwater layers and surface runoff. Due to 

existence constraints of the SMA model in capturing all natural governing parameters, 

it is combined with other tools and computer models. Many tools exist, such as Mike, 

NAM, SWAM, HEC-HMS, and so on. The HEC-HMS hydrological model was used 

in this research as it supports the SMA model, is free of charge, is accessible, and is 

frequently used in different contexts around the globe. 

In addition to the SMA model, many other models also exist for the estimation of water 

loss in soil, such as the curve number and the Green and Ampt model. The mentioned 
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models require fewer parameters and have more conceptual bases rather than a 

physical bases. Therefore, the SMA model has priority among other methods capturing 

the water loss in soil layers. Furthermore, the mentioned methods compared with the 

SMA do not consider the contributions of water from base flow, interflow, and 

groundwater storage. Those methods rely on some theoretical conceptions rather than 

physical that are not accurate enough. The possibility of using such methods only exist 

where the use of SMA models is limited. In Sri Lanka context, due to years of civil 

war, less attention has been paid to the surveying of soil, landuse, and land cover and 

maintaining rainfall and hydrological stations. This shortage leads researchers and 

modellers to ignore the SMA model and choose other models that require data, time, 

and effort. Because of the mentioned reasons, researchers and hydrological modellers 

mostly rely on models that cannot simulate the streamflow well. In this research, the 

SMA model is executed despite the existence of data challenges in hopes of producing 

more reliable and accurate results compared to past models.  

5.2  Data and data checking  

 Landuse, soil, and DEM 

The landuse map used in this study was retrieved from the Survey Department of Sri 

Lanka and was published in 2006. It needs to be mentioned that the acquired landuse 

map cannot represent the current status of the basin (2018) due to rapid increases of 

urbanization and land cover changes. However, the landuse map played a major role 

in determining the impervious percentage and canopy storage values that were main 

components of the SMA model. The impervious percentage was determined for 

individual landuse components as suggested by the literature. During the sensitivity 

analysis of all parameters, it was found that impervious percentage is among the most 

sensitive parameters. The sensitivity anlaysis also found that less error in this 

parameter can lead to a difficult modelling journey. Calibrating this parameter in 

distributed models is an especially difficult task. In contrast to the impervious 

percentage, canopy storage has a low impact on the modelling accuracy and directly 

depends on landuse. Therefore, it can be concluded that the estimated parameters using 

this landuse map are not very accurate. For compensation of this error, much effort 

was put into the calibration process. 
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In the SMA model, as is clears from the model name, soil parameters play a major role 

in the estimation of relevant parameters. There are certain parameters in the SMA 

model that can only be calculated through the existence of soil information such as 

maximum infiltration, soil storage, tension storage, and soil percolation. Another 

advantage of having the soil information of a basin that it helps in the estimation 

process of other model parameters, like the time of concentration. 

In the Sri Lankan context in general, and particularly in the Kelani river basin, 

complete and reliable soil information does not exist. The importance of such 

information in hydrological modelling is for the estimation of the hydraulic properties 

of soil. The only available soil information (as shown in Figure 3-5) is based on 

agriculture perspective. Figure 3-4 illustrates that most part of the basin is covered 

with Podzolic soil, although no further information exists regarding the Podzolic soil 

in the literature. In this research, the categories of soil according to field visits to the 

different locations are classified in C groups. Due to lack of soil information, the 

hydraulic properties of soil were estimated by the range of values suggested in the 

literature (as shown in Table 4-6). This innovation is used in the soil-data-scarce 

situations and potentially affects the time length of the calibration process.  

A digital elevation model was acquired from the Survey Department of Sri Lanka. The 

existence of the DEM data played an essential role in determining the catchment 

boundaries and generating its sub-catchments. The main problem with 30 m resolution 

DEM was its accuracy for precisely generating catchment boundaries, slopes, and 

other geomorphologic properties. The catchment area is a main constant input to the 

hydrological model that affects its overall accuracy. The 30 m DEM resolution is not 

very high, which directly affected the result of the model. In this research work, due 

to the only available option of a 30 m DEM, all the relevant characteristics of the 

catchment were generated using this model.  

 Data period 

The main data used in this study was rainfall and streamflow. Usually, the formation 

of a river takes a long time, and changing its courses takes hundreds of years. At the 

same time, natural phenomena such as floods, drought, and erosion also affect the 
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streamflow course and current. Also, man-made factors such as urbanization, reservoir 

construction, power stations, retaining walls, and other similar structures are directly 

and indirectly effected by streamflow course and current. The mentioned phenomena 

also affect the streamflow simulation process, mainly determining the calibration and 

verification periods. Some researches indicate that even one –year of data is enough to 

simulate the streamflow, but this would be only applied in a situation where the 

influence of the mentioned phenomena is minimum.  

Through a survey of the literature, some prominent research proposed using a 

minimum of three years of data for the calibration period. Some research has indicated 

that the calibration period needs to be determined based on the runoff coefficient for 

six years. It declares that the selection of the calibration period depends on years with 

minimum variation of runoff coefficients. Further, it indicates that the validation 

period should be selected among years with less variation of runoff coefficients. Most 

researchers use the split method for the hydrological modelling period: they use half 

of the data for calibration and half for the validation period.   

The main scope of this research work was developing a model for efficient simulation 

of streamflow uses for water resources assessment. Specifying the simulation period 

for the Kelani river basin in a situation where rapid progress and development is 

happening all over its catchment is a challenging task. Considering this reality, most 

literature suggests six years of data for efficient simulation of the streamflow. Based 

on the reality of the Kelani river basin, a combination approach of split and runoff 

coefficient methods was used in determining the length of calibration and verification 

periods. Ten years of data starting from the year 2007/2008 to the year 2011/2012 was 

used for calibration and data from the year 2012/2013 to the year 2016/2017 was used 

for verification. It can be observed that high and low runoff coefficients happened 

during the calibration period compared to the verification period. It is worth 

mentioning that using more than 10 years of data was decided against due to time and 

model constraints. However, in the case of climate change, data needs to be considered 

for a longer period.  
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5.3 Using daily versus monthly data for water resources assessment  

According to Xu and Singh (1996) monthly data cannot be used for a wide range of 

purposes such as climate change and long-term streamflow forecasting. Using data on 

a daily scale provides a better estimation of actual evapotranspiration than does 

monthly data (Xu & Singh, 1996). Furthermore, the estimation of monthly runoff is 

easy from daily inputs, but the estimation of daily runoff using monthly inputs is a 

challenging task. Also, the performance of the daily input model has more usage 

compared to the monthly input model. 

A study on the Bilate river basin located in the Southern Ethiopian Rift valley indicated 

extreme variability of daily and monthly precipitation. The related research suggests 

that monthly average precipitation can be used roughly for water availability 

estimations for cultivation and traditional water harvesting, though it is not very 

accurate compared to daily average precipitation (Thiemann & Förch, 2004). The 

variability of daily flow is generally not very important for water resource planning. 

Monthly variability of flow is used in determining water’s average residence time in 

the ground and in the reservoirs. Water resource assessment using daily variability of 

flow is necessary for real-life applications (De Geroen, 2012). Further, in models that 

use monthly time steps, certain fluxes between components of the water resource 

system like interception, transpiration, recharge, surface, and so on, are governed by 

daily processes. Most hydrological models that use monthly time steps do not make a 

distinction between interception and other forms of evaporation, but prefer to combine 

all evaporation processes in what is generally called evapotranspiration (De Geroen, 

2012). 

Daily data available for the Kelani river basin up to the Hanwella catchment, and 

according to the mentioned realities, it is always better to use daily data instead of 

monthly data if there are no any major constraints. Similarly, results from daily data 

are more reliable due to consideration of all hydrological processes in detail compared 

to monthly data. Today, all the water fields are interconnected, and only considering 

water resources assessment is not sufficient for a useful runoff model. There is an 

advantage to using multi-purpose (flooding, infrastructures designs, and water 

resources assessment) models like the SMA model considered in this research work.   
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5.4 Data errors 

In this section, all graphically or numerically existing errors found during the visual 

and consistency checks are discussed.   

 Visual checking  

This section will discuss all the data checking mentioned in Chapter 3 of this research. 

This kind of data checking was carried out only for rainfall, streamflow, and 

evaporation data. This check is not conducted for the landuse and soil maps due to 

time, resource, and budget constraints.  

For the visual checking, it was observed that in Dec 2007 (Figure 3-9) the Norwood 

rainfall station recorded a high amount of rainfall corresponding with a lower amount 

of streamflow. Similarly, in this year, the Deraniyagala rainfall station (Figure 3-9) 

observed no rainfall or streamflow during January or December. Furthermore, for the 

year 2008 in January for Hanwella rainfall station, it was recognized that a high rainfall 

amount corresponded to less streamflow (shown in Figure 3-9).  

Moving ahead, zero rainfall was recognized in the February 2010 months for the 

Deraniyagala, Hanwella, Glencourse and Holombuwa rainfall stations, but streamflow 

was observed, which indicates the existence of an error (shown in Figures A-8 and A-

9, Appendix A). Similarly, for October 2010, a high amount of rainfall was recognized 

compared to the streamflow in the Norwood, Kithulgala, Deraniyagala, and Hanwella 

rainfall stations (shown in Figure A-9, Appendix A). In February 2011, the 

Glencourse, Deraniyagala, and Hanwella rainfall stations recognized less rainfall 

compared to the streamflow (shown in Figure A-10, Appendix A). 

In the progress of data checking recognized less streamflow compared to rainfall in 

November 2011 for all streamflow stations (shown in Figures A-11 and A-12). 

Similarly, less rainfall compared to streamflow was shown for the year 2012 in the end 

of November and the middle of April and August for all rainfall stations (shown in 

Figure A-13 and A-14). Less rainfall compared to streamflow was also recognized in 

December 2014 for the Hanwella, Deraniyagala, and Glencourse rainfall stations 

(Figure A-18).  Furthermore, in August 2016 and December 2015 for all rainfall 

stations, less rainfall was observed compare to the streamflow (shown in Figure A-19 
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and Figure A-20). For the year 2017, the month of April showed less rainfall compared 

to streamflow (shown in Figure A-21 and Figure A-22, Appendix A).  

In summary, during the visual checking of all data, most of the mistakes were found 

in the years 2007/2008 and 2011/2012, generally in the months of December, January, 

February, and November. Also, the Deraniyagala rainfall station was found to have 

the most error compared to all other stations, as rainfall did not match very well with 

the streamflow.  

 Consistency checking 

During the process of consistency checking, the single mass curve for the year 

2011/2012 indicated the existence a little inconsistency almost in all rainfall stations 

(Figure A-3). Similarly, in the checking process of the annual runoff coefficient with 

evaporation (Figure 3-10), inconsistencies were found in the pattern for the years 

2011/2012 and 2013/2014 compared to other years. In the variation of annual rainfall 

and streamflow for the year 2015/2016, it was found that streamflow responded much 

more strongly to rainfall (Figure 3-11) which seem unrealistic. In the same manner, 

for the years 2007/2008, 2012/2013, and 2014/2015, the rainfall is in high compare to 

streamflow.   

In the continuation of consistency checking process of the annual rainfall of each 

station (Figure 3-12), in the year 2007/2008 for the Deraniyagala rainfall station the 

high amount of rainfall was found compared to all other stations, which seems 

unrealistic. Similarly, for the Hanwella rainfall station, the pattern of rainfall does not 

match well for years 2009/2010 and 2015/2016 compared to the other stations. 

Furthermore, in a monthly comparison of Thiessen rainfall with observed streamflow 

(Figure 3-13), less rainfall was found compared to streamflow in November 

2012/2013. Moreover, during the checking of monthly evaporation data over the entire 

period of study (Figure 3-15), a high amount of evaporation was only found in the 

months of August, October, and March 2015/2016. Also, during the water balance 

checks with evaporation, the annual water balance did not matching with evaporation 

for the years 2011/2012, 2015/2016, and 2016/2017 (shown in Figures 3-17 and 3-18 

respectively).  
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Furthermore, the minimum, maximum and average values of rainfall, streamflow, and 

evaporation were checked (shown in Figure 3-16). For this check, the mean values 

need to be in the middle of the minimum and maximum values for the entire period. 

From the comparison of rainfall values, it was found that the average values were not 

in the middle for January, July, February, and November. Similarly, the average 

streamflow values were not in the middle for January, February, April, August, and 

July. During the comparison of the streamflow and rainfall values (Figure 3-16), it was 

identified in February and August that the patterns of rainfall and streamflow did not 

match. Similarly, during monthly comparison of evaporation data (Figure 3-15), it was 

found for month of August, October and March in the year 2016 the pattern of data 

did not follow the same respect to other years and the average values were not in the 

middle (Figure 3-16).  

In a summary of consistency checks, it was found during the years 2011/2012, 

2013/2014, and 2015/2016 that the streamflow and rainfall were not well matching. 

Among rainfall stations, the Deraniyagala rainfall station showed a high amount of 

rainfall for the year 2007/2008 compared to other stations. Similarly, the Hanwella 

rainfall stations did not well represent the years 2009/2010 and 2012/2013, especially 

for the month of November. From the comparison of monthly fluctuations of rainfall 

and streamflow, it was found that January, February, November, and August did not 

compare well to other months. In the comparison of evaporation data, year 2015/2016 

were found with high evaporation in some months compared to other years.   

5.5 Subdivisions of the watershed 

As a part of this research comparing multiple subdivisions models in the HEC-HMS 

with the SMA model, the Kelani river basin was divided into several sub-watersheds 

based on a critical threshold area, which is a more common and precise method 

compare to other methods mentioned in several previous studies. The selection process 

was entirely based on the literature reviews that are shown in Table 5-1. The threshold 

method was the minimum upstream drainage area for a channel to originate and can 

be specified by a percentage of the total watershed area (Kumar & Merwade, 2009). 

The schematic diagram of this method is presented in Figure 5-1.  
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Source: (Kumar & Merwade, 2009) 

According to Figure 5-1, a DEM was used as a primary data source for initiating this 

process. The ArcGIS software with the extension of Arc-Hydro and HEC-GeoHMS 

facilitated the delineation of catchment and sub-catchments boundaries. After 

executing the maximum threshold area method, the remaining number of parameters 

was developed for the individual sub-watersheds using many tools, primary through 

HEC-GeoHMS. The HEC-GeoHMS facilitated the importing of boundary and basin 

parameters to the HEC-HMS model, for developing a rainfall-runoff model, in this 

case, for the Kelani river basin in Sri Lanka.   

 

  

Figure 5-1 Subdivision generation diagram   
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Table 5-1 Literature support for delineation of the watershed 

Authors  Literature support Methods  

Kanchanamala, D. P. H. M., 

Herath, H. M. H. K., & 

Nandalal, K. D. W 

Kanchanamala, D. P. H. M., Herath, H. M. H. K., and Nandalal, K. D. W. (2016). Impact of 

catchment-scale on rainfall-runoff modeling: Kalu Ganga river catchment up to Ratnapura. 

Engineer: journal of the institution of engineers, Sri Lanka, 49(2). 

River network, landuse 

Zhang, H. L., Wang, Y. J., 

Wang, Y. Q., Li, D. X., & 

Wang, X. K. 

Zhang, H. L., Wang, Y. J., Wang, Y. Q., Li, D. X., and Wang, X. K. (2013). The effect of 

watershed scale on HEC-HMS calibrated parameters: a case study in the Clear Creek watershed in 

Iowa, US. Hydro. Earth Syst. Sci., 17(7), 2735–2745 

Threshold area using 

stream network 

Kim, J.-G., Park, Y., Yoo 

D., Kim, N.-W., Engel, B. 

A., Kim, S., … Lim, K. J 

Kim, J.-G., Park, Y., Yoo, D., Kim, N.-W., Engel, B.A., Kim, S., Lim, and K. J. (2009). Development 

of a SWAT patch for better estimation of sediment yield in Steep Sloping watersheds. JAWRA 

Journal of the American Water Resources Association, 45(4), 963–9 

Threshold area using 

stream network 

Narayan Prasad Gautam  
Narayan Prasad Gautam (2015).Hydrological modeling with HEC-HMS in different channel 

sections in case of Gandaki river, basin Global Journals Inc.,(USA) 2249-4596 
Stream network 

Manoj Jha, Philip W. 

Gassman, Silvia Secchi, 

Roy Gu, and Jeff Arnold  

Manoj Jha, Philip W. Gassman, Silvia Secchi, Roy Gu, and Jeff Arnold (2004). Effect of the 

watershed subdivision on SWAT flow, sediment and nutrient predications.  
Randomly using 

stream network 

Tripathi, M. P., 

Raghuwanshi, N. S., and 

Rao, G. P 

Tripathi, M. P., Raghuwanshi, N. S., and Rao, G. P. (2006). Effect of the watershed subdivision on 

simulation of water balance components. Hydrological Processes, 20, 1137–1156. 
Automatic delineation 

 Thuy Luong  
Thuy Luong, 2008.Cleveland subdivision of Texas watersheds for hydrologic modeling, Texas 

Tech University college of engineering 
Equal area method 

David B Thompson and 

Theodore G Cleveland 

David B. Thompson, Theodore G. Cleveland. (2009). subdivision of Texas watersheds for 

hydrologic modeling, Texas Tech University college of engineering 
Heuristic approach 
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5.6 Sensitivity analysis 

Sensitivity analysis involves measuring the effect of a parameter on the simulation 

process. Sensitivity analysis is potentially useful in all phases of the modelling process, 

including model formulation, model calibration, and model verification (McCuen, 

1973). This study found that overall, the impervious percentage was the most sensitive 

parameter and recession constant was the least sensitive parameters. For the SMA 

model, the soil percolation and tension storage were the most sensitive parameters and 

GW2 was the least sensitive parameter. These results were compared with similar 

studies worldwide, as shown in Table 5-2.  

Table 5-2 Comparison of sensitive analysis results based on the literature  

Study River basin Sensitive parameters 

(Rahman Davtalab, et al., 

2015) 
Karkheh Recession constant and 

tension storage 

(Sok & Oeurng, 2016) Tonle Sap Lake Tension storage, Soil 

percolation 

(Samady, 2017) Colorado 
GW2 percolation, tension 

storage 

(Bhuiyan, McNairn, 

Powers, & Merzouki, 

2017) 

Sturgeon Creek 
Soil storage, max 

infiltration, soil percolation 

(Begam, Ghosh, Jana, & 

Roy, 2013) 
Eastern India 

Soil storage, 

imperviousness, soil 

percolation 

(Cunderlik & Simonovic, 

2004) 
Thames 

Tension storage, max 

infiltration 

(McEnroe, 2010) Johnson County 
Soil storage, impervious, 

max infiltration 

(Rahul Singh & K.Jain, 

2015) 
Vamsadhara 

Soil storage and soil 

percolation 

 

It can be illustrated using Table 5-2 that in most research relates to the SMA model, 

the tension storage, soil percolation, and impervious percentage are found to be the 

most sensitive parameters. In the current research work, the impervious percentage, 

soil percolation, and tension storage parameters were found to be the most sensitive 

parameters (shown in Figure 4-8 and Figure 4-9). 
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5.7 Results discussion  

All the results acquired after the analysis are shown in the form of water balance, flow 

duration curves, outflow hydrographs and objective functions which will be discussed 

here in details. 

 Annual water balance  

The summary of annual water balance results for the lumped and distributed models 

(three, five, eight and 12 subdivisions) are shown in Table 5-3. If the results of that 

water balance are below 10% compared to the observed water balance, then the model 

is reliable (Martinez & Gupta, 2010). In this comparison, the eight-subdivision model 

showed the lowest error during the calibration and verification periods, with  

percentages of 3.05% and 4.66%, respectively. After that, the lumped mode and the 

three, five, and eight-subdivision models were marked with the highest error in 

chronological order. It can be easily observed from Table 5-3 that the lumped model 

during the entire period of the study indicated the least variation of errors, followed by 

the eight-subdivision model. The 12-subdivision model shows the most difference 

over the entire period of study.  

Table 5-3 Comparison of annual water balance errors 

Period Water year 

Annual water balance absolute error percentage % 

Lumped 
3 Sub 

divisions 

5 Sub 

divisions 

8 Sub 

divisions 

12 Sub 

divisions 

Calibration  

2007/2008 5.14 7.82 5.07 2.90 4.01 

2008/2009 2.34 2.37 2.68 1.56 5.74 

2009/2010 2.03 0.89 2.53 1.22 5.80 

2010/2011 2.73 2.99 3.17 0.29 4.27 

2011/2012 6.84 12.26 4.91 9.27 1.13 

Verification  

2012/2013 6.95 5.25 10.64 6.95 14.51 

2013/2014 3.60 5.59 0.86 3.60 5.86 

2014/2015 2.17 1.42 9.17 2.17 13.01 

2015/2016 4.50 6.63 6.97 4.50 5.10 

2016/2017 6.06 6.01 1.37 6.06 0.75 

Average 

Calibration  3.82 5.27 3.67 3.05 4.19 

Verification  4.66 4.98 5.80 4.66 7.85 

Overall 4.24 5.12 4.74 3.85 6.02 
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 Flow duration curve  

The flow duration curve for the lumped model, as shown in Figure 4-12 indicates many 

variations of low flows compared to intermediate and high flows in the calibration 

period. This variation was even higher in the verification periods compared to the 

calibration periods concerning intermediate and high flows (shown in Figure 4-13).  

The three-subdivision model during the calibration period (Figure 4-22) identified the 

overall lowest variation of calculated flow, with much improvement of low flows 

compared to the lumped model. The variation of calculated flow did not closely 

surrounding over the observed flow in half part of high and intermediate flows. For 

the verification period in the three-subdivision model (Figure 4-23) a similar case was 

found in respect to the calibration period. Although it showed some improvement for 

the intermediate flow, in the case of high flows, many fluctuations were identified. For 

the five-subdivision model’s calibration (Figure 4-30) period, the intermediate and low 

flows indicated much less variation. Also, the calculated flow is surrounding the 

observed flow around the middle part. For the verification period (Figure 4-31), similar 

to the calibration period, the flow duration curve showed better variation around the 

observed flow. In the verification period, less variation occurred during the high flows.  

For the eight-subdivision model in the calibration period (Figure 4-39) overall, less 

fluctuation of simulated flow was identified compared to observed flow. Similarly, for 

the verification period (Figure 4-40), the variation within the intermediate and low 

flows was similar to that of the five-subdivision model, for which the calculated flow 

nearly surrounded the observed streamflow curve. For the final subdivision model (12 

subdivisions) in the calibration period (Figure 4-48), high variation was identified 

within the intermediate and low flows compared to the observed flow. During the 

verification period (Figure 4-49), the low and intermediate flows indicated high 

variation, similar to the calibration period. In the verification period, however, the high 

flows show a huge amount of fluctuation compared to other subdivision models.    

In summary of this discussion, the five-subdivision showed the best results out of all 

the models considering the intermediate and low flows. In the five-subdivision model, 

the variation of the calculated flow was less around the observed flow, showing fewer 
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fluctuations compared to other models. Considering the above criteria, the eight- 

subdivision model and the lumped model can be called the best models. The three-

subdivision model is in an average position, but the 12-subdivision model is the worst. 

 Outflow hydrograph 

The outflow hydrograph was discussed mostly through visual observation according 

to time of peak and matching of high, intermediate, and low flows (Cheng, Cheng, Jet-

chau, & Ju-huang, 2013). According to the mentioned criteria, each model is discussed 

individually in Tables 5-4 to 5-8. Based on the main scope of the model application to 

water resource assessment purposes, the low and intermediate flows need to be well 

matched. To improve the low flow accuracy, the lumped model was divided into 

subdivisions to showing more accuracy. In all subdivided models, calculated flows 

were well simulate for high flows, but not for the low flows. All models could be used 

for flooding purposes, but regarding the water resources assessment, the simulation of 

low and intermediate flows is better in the models with three to eight subdivisions. The 

lumped and 12-subdivision models showed poorer results. 
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Table 5-4 Discussion details about the lumped model hydrograph 

Lumped model hydrograph results discussion 

Sub 

divisions  
Period  Water year  

Time to 

peak 
Peaks (high flow )  Intermediate  Low flow (rainless period) 

Lumped 

Calibration  

2007/2008 Matching  Matching  Matching  
Not matching only in Dec 2007, 

Jan and Feb 2008 

2008/2009 Matching  Matching  Not matching very well  
Not matching only in Jan, Feb and 

March 2009 

2009/2010 Matching  Matching  Matching  
Not matching only in Feb and 

March 2010 

2010/2011 Matching  Matching  Matching  Nearly matching 

2011/2012 Matching  
Not matching very 

well 
Not matching very well  Poor matching 

Verification  

2012/2013 Matching  Matching  Not matching very well  
Not matching only in some days 

between Jan, Feb, and March 

2013/2014 Matching  
Not matching very 

well  
Matching  

Not matching only in months 

between Dec 2013 and Mar 2014 

2014/2015 Matching  Matching  Matching  Not matching very well 

2015/2016 Matching  Matching  Poor matching  Poor matching 

2016/2017 Matching  Matching  Matching  Not matching very well 

Conclusion 

Subdivisions  Period  
Time to 

peak 
Peaks (high flow )  Intermediate  Low flow (rainless period) 

Lumped 

Calibration  Matching  Almost matching  Almost matching but not poor  Poor matching 

Verification  Matching  Almost matching  Almost matching but not poor  Poor matching 

Overall  Matching  Almost matching  Almost matching but not poor  Poor matching 
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Table 5-5 Discussion details about the three-subdivision model hydrograph 

Three-subdivision model hydrograph results discussion 

Subdivisions  Period  Water year  
Time to 

peak 
Peaks (high flow )  Intermediate  Low flow (rainless period)  

3 

Calibration  

2007/2008 Matching  
Not matching only on 

Oct and Nov 2007 
Matching  

Not very well  matching only in 

the month of (Nov, Dec  2007 ) 

and ( Ja, Feb 2008) 

2008/2009 Matching  Matching  Matching  Matching  

2009/2010 Matching  Matching  Matching  
Not matching only in Feb  March 

and Sept 2010 

2010/2011 Matching  Matching  Matching  Nearly matching  

2011/2012 Matching  Matching  Not matching very well Not matching very well 

Verification  

2012/2013 Matching  Matching  Not matching very well Almost matching  

2013/2014 Matching  Matching  Not matching very well Poor matching 

2014/2015 Matching  Not matching very well Matching  Not matching very well 

2015/2016 Matching  Matching  Not matching very well Not matching very well 

2016/2017 Matching  Not matching very well Matching  Not matching very well 

Conclusion  

Subdivisions Period  
Time to 

peak 
Peaks (high flow )  Intermediate  Low flow (rainless period)  

3 

Calibration  Matching  Almost matching  Almost matching but not poor  Almost matching but not poor 

Verification  Matching  Almost matching  Almost matching but not poor Almost matching but not poor 

Overall  Matching  Almost matching  Almost matching but not poor Almost matching but not poor 
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Table 5-6 Discussion details about the five-subdivision model hydrograph 

Five-subdivision model hydrograph results discussion 

Subdivisions  Period  Water year  Time to peak Peaks (high flow)  Intermediate  Low flow (rainless period)  

5 

Calibration  

2007/2008 Matching  
Poor matching only on 

Oct and Nov 2007 
Matching  Almost matching 

2008/2009 Matching  Matching  Matching  Matching  

2009/2010 Matching  Matching  Matching  Almost matching 

2010/2011 Matching  Matching  Matching  Almost matching 

2011/2012 Matching  Matching  Not matching very well Matching  

Verification  

2012/2013 Matching  Matching  Not matching very well Not matching very well 

2013/2014 Matching  Matching  Matching  Not matching very well 

2014/2015 Matching  Matching  Matching  Matching  

2015/2016 Matching  Matching  Matching  Almost matching 

2016/2017 Matching  Matching  Not matching very well Almost matching 

Conclusion  

Subdivisions Period  Time to peak Peaks (high flow)  Intermediate  Low flow (rainless period)  

5 

Calibration  Matching  Matching  Almost matching Almost matching 

Verification  Matching  Matching  Almost matching Almost matching 

Overall  Matching  Matching  Almost matching Almost matching 
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Table 5-7 Discussion details about the eight-subdivision model hydrograph 

Eight-subdivision model hydrograph results discussion 

Subdivisions  Period  Water year  Time to peak Peaks (High flow)  Intermediate  Low flow (rainless period)  

8  

Calibration  

2007/2008 Matching  
Poor matching only on Oct 

and Nov 2007 
Matching  Matching  

2008/2009 Matching  Matching  Matching  Matching  

2009/2010 Matching  Matching  Matching  Almost matching 

2010/2011 Matching  Matching  Matching  Almost matching 

2011/2012 Matching  Matching  
Not matching very 

well 
Not matching very well 

Verification  

2012/2013 Matching  Matching  
Not matching very 

well 
Not matching very well 

2013/2014 Matching  Matching  Almost matching  Not matching very well 

2014/2015 Matching  Not matching very well Matching  Almost matching  

2015/2016 Matching  Matching  Matching  Almost matching 

2016/2017 Matching  Matching  Matching  Almost matching 

Conclusion  

Subdivisions  Period  Time to peak Peaks (high flow)  Intermediate  Low flow (rainless period)  

8 

Calibration  Matching  Matching  Almost matching Almost matching 

Verification  Matching  Matching  Almost matching Almost matching 

Overall  Matching  Matching  Almost matching Almost matching 
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Table 5-8 Discussion details about the 12-subdivision model hydrograph 

  

12-subdivision model hydrograph results discussion 

Subdivisions  Period  Water year  Time to peak Peaks (high flow)  Intermediate  Low flow (rainless period)  

12 

Calibration  

2007/2008 Matching  
Poor matching only on 

Oct and Nov 2007 
Matching  

Not matching only in Dec 2007 

and (Jan, Sep ) 2008 

2008/2009 Matching  Matching  Not matching very well Poor matching  

2009/2010 Matching  Matching  Poor matching  Poor matching 

2010/2011 Matching  Matching  Not matching very well Poor matching 

2011/2012 Matching  Matching  Not matching very well Poor matching 

Verification  

2012/2013 Matching  Matching  Matching  Poor matching 

2013/2014 Matching  Matching  Matching  Poor matching 

2014/2015 Matching  Not matching very well Matching  Poor matching 

2015/2016 Matching  Matching  Not matching very well Poor matching 

2016/2017 Matching  Matching  Matching  Poor matching 

Conclusion  

Subdivisions Period  Time to peak Peaks (high flow)  Intermediate  Low flow (rainless period)  

12 

Calibration  Matching  Almost matching Almost matching Poor matching 

Verification  Matching  Almost matching Almost matching Poor matching 

Overall  Matching  Almost matching Almost matching Poor matching   
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 Model performance  

The main purpose of these models is for water resources assessment studies along the 

Kelani river basin, Sri Lanka. Therefore, the important primary parts of the flow are 

medium and low flows. According to this rationalization, the MRAE, PVE, and R2 

play an essential role in determining the accuracy of the model, with more focus on 

MRAE due to its nature of usage in intermediate flows. 

During the comparison of medium flows (Figure 4-81) in the calibration period with 

the mentioned objective functions, MRAE values were found much lower in the three 

to eight-subdivision models. Consequently, the PVE had the lowest error in the five-

subdivision model (near zero). The PVE indicator has a constant rate between the 

lumped and three-subdivision models (5 to 10%), but the error percentage increase 

(greater than 10%)  after the eight subdivisions. During the verification period, MRAE 

had the lowest value in the five-subdivision model (Figure 4-85). Before and after five 

subdivisions, the MRAE value increased.  

For the low flows during the calibration periods in all subdivisions (shown in Figure 

4-82), the MRAE values show a constant rate, although it is much lower, for the 

models with five and eight subdivisions. With respect to PVE, the five-subdivision 

model had the lowest error, but the three and eight-subdivision models had a constant 

rate. Furthermore, for the verification period, the comparison of the low flow for all 

subdivisions as shown in Figure 4-61. It is clearly demonstrated that MRAE had the 

lowest values from five to eight subdivision models. In the same fashion, the PVE 

shows the lowest error in the five subdivision model, followed by, the eight and three-

subdivision models.  

For more clarity, the summary results are shown in Table 5-9. Based on Table 5-9, it 

can be seen that MRAE has the lowest value in the five-subdivision model. Further, 

after five subdivisions, eight subdivisions, the lumped model, three subdivisions and 

12 subdivisions had the lowest values. With respect to PVE, eight and three 

subdivisions showed the lowest error, although five subdivisions was in the middle. 

Regarding the NSE, the maximum value was recorded in the lumped model 

(Nash=0.84) followed by five and three subdivisions (Nash= 0.81). The Nash value 

decreased to 0.70 after subdivision five. For R2, the highest values were recorded in 
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the lumped model (R2=0.85). Five subdivisions (R2 =0.82) was the second highest, and 

three subdivisions (R2=0.81) was the third highest. With the 12 subdivisions, R2  But 

is reduced to 0.77.  

  Table 5-9 Summary of the model performance 

Model Nash/NSE MRAE PVE R2 

Lumped 0.84 0.45 7.45% 0.85 

3 subdivisions 0.81 0.48 1.31% 0.81 

5 subdivisions 0.81 0.37 9.19% 0.82 

8 subdivisions 0.78 0.42 -0.13% 0.78 

12 subdivisions 0.70 0.49 13.87% 0.77 

 

In summary of this discussion part, it was found from the MRAE perspective that the 

subdivisions should be between three and eight.     

 Result comparison with similar studies 

For justification of this research work, the acquired results were compared with the 

similar studies around the world using to HEC-HMS with the SMA algorithm. Most 

of these studies were used by the study to help set up the initial values. However, the 

final results in both cases (with data or with data scarcity) directly depend on 

calibration strategies and data quality.   

In Table 5-10, a comparison of this research with other similar studies around the globe 

is presented. All these comparisons are based on the R2 (coefficient of determination), 

PVE (percentage error in volume), and NSE objective functions. From this 

comparison, both the calibration and verification periods in this study indicate higher 

R2 and NSE values compared to most of the studies, except for one by R. Meenu ( 

2012). In that research, the values for the PVE and NASH indicators are greater 

compared to the current research. It was also found that nearly all studies around the 

world were conducted for flood and drought issues and used the NSE indicator as a 

primary objective function. In this research work, the MRAE objective function was 

used, focusing on medium flow rather than high flow.  
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Table 5-10 Comparison of the results with similar studies  

Study Methods 

Objective functions 

Calibration period Verification period 

R2 PVE/PBIAS% NSE R2 PVE/PBIAS% NSE 

(Bene & Koch, 2013) SMA-HMS 0.72 4.66 - 0.60 23.18 - 

(Bashar & Zaki, 2005) SMA-HMS 0.78 - - 0.69 - - 

(Begam, Ghosh, Jana, & Roy, 2013) SMA-HMS 0.79 -22.62 0.86 `0.74 -24.14 0.66 

(Samady, 2017) SMA-HMS 0.73 17 0.7 0.86 -12.6 0.73 

(Rahul Singh & K.Jain, 2015) SMA-HMS 0.71 2.64 0.7 0.78 12.33 0.76 

(Rahman Davtalab, et al., 2015) SMA-HMS 0.87  0.7 0.88  0.76 

(Ali, Razmkhaha, & Saghafian, 2016) SMA-HMS - 0.79 0.76 0.64 -8.09  

)Akay, Koçyiğit   &, Yanmaz, 2017( SMA-HMS 0.63 -28.7 0.76 0.65 -29.9 0.64 

(Garcıa, Revilla, & Sainz, 2008) SMA-HMS - - 0.79 - - 0.72 

(Legesse, 2015) SMA-HMS 0.73 12.3 0.71 0.78 7.49 0.77 

(Ahmed, Azmat, Hussain, Qamar, & 

Umair, 2017) 
SMA-HMS - 22.39 0.77 - 32.51 0.70 

(Meenu, Mujumdar, & Rehana, 2012) SMA-HMS 0.72 0.07 0.48 0.77 1.96 0.59 

Current research 

Current research on Kelani river basin, 

Sri Lank 
SMA-HMS 0.83 5.3 0.82 0.81 13.07 0.80 
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5.8  Model reliability  

In this section, the reliability of the model will be discussed in terms of the SMA loss 

method, meteorological data, SMA algorithm methods, and parameters.  

 Perception loss method   

The main purpose of this research was to apply the SMA loss method in a catchment 

with a lack of soil data. Due to a complete representation of the natural loss of water 

through the soil layers, the SMA model is recommended by many scholars and 

modellers, although there is a possibility that other loss methods such as the Green and 

Ampt, deficit, and constant methods may show better results rather than SMA. It is 

also worth mentioning that the SMA method was designed in such a way as to be 

compatible with a catchment having all the necessary soil information. In this study, 

due to lack of this data, using the SMA in not used with a conventional approach. 

 Uncertainty in meteorological data  

The reliability of this research directly relates to the correctness of the meteorological 

data along with the accuracy of the interpolation method. The rainfall and evaporation 

spatial and temporal variability is the main reason for this uncertainty. In the data 

checking section, it is specified that some meteorological stations have some data 

issues. The Thiessen method was used for the estimation of average rainfall values, 

though Thiessen itself is a probable method. There are many interpolation methods 

that can be used in conjunction with the Thiessen method, like the Inverse Distance 

Method (IDW) and the Spline. These need to be considered in future research works.  

 Uncertainty in the SMA algorithm setup  

For the SMA algorithm setup, it is required to select a range of methods to calculate 

the canopy storages, the surface storages, the soil loss, and the transform, baseflow, 

and routing methods. Due to the existence of a high number of methods, many 

uncertainties can exist that will be discussed in below.  
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 Transform model (direct runoff)  

The transform (direct runoff) model was selected for the present study considering the 

following criterion: (1) physical parameters, (2) number of parameters, (3) 

compatibility with the SMA, and (4) appropriateness of assumptions.   

Considering the above criterion, qualitative method evaluations, and the suggestions 

of most prominent literature, the modified Clark method (ModClark) was used for the 

transform model. The Clark Method was used in this study along with gridded 

meteorological data, defining a linear quasi-distributed unit hydrograph method. Many 

methods for the transform model exist, such as the Soil conservation service (SCS), 

the user-specified s-graph, the user-specified unit hydrograph, the Snyder unit 

hydrograph, the Kinematic wave, and the Clark unit hydrograph. Practically checking 

the mentioned methods along with the Clark method is a matter for another research 

works to consider in future studies.  

 Baseflow model  

The recession method was selected for the baseflow model out of five available 

methods in the HEC-HMS model using the following criterion: (1) the number of 

parameters, (2) the consideration of soil moisture, (3) the usage in the literature, and 

(4) ease of used in data-poor situations. The limits given in the HEC-HMS model 

during the optimization process for the recession constant and threshold parameters 

were between 0 to 1. Primarily for the SMA model, its recommended by HEC (2000) 

to use the linear reservoir baseflow method rather than the recession constant method. 

Due to little literature support, the long number of parameters, and the lack of data and 

time, it was omitted in this research. However, there is a possibility that using the linear 

reservoir may further improve the baseflow simulation. Practically using the bounded 

recession, constant monthly, and nonlinear boussinesq base flow methods may 

influence the results, which needs to be considered in future studies.  

 Routing model 

The simple Muskingum routing method was selected out of the six available methods 

in the HEC-HMS model to route the flow through a channel. The selections process 

was based on the following criterion: (1) the number of parameters, (2) the 
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consideration of soil moisture, (3) the usage in the literature, and (4) the ease of use  in 

data-poor situations. The selection of the Muskingum routing model using the 

mentioned criteria was based on the qualitative approach. In the condition of the 

existing wide range of data, it is possible that other methods such as the Lag, the 

Kinematic Wave, the Muskingum-cunge, and the Straddle-stagger method produce 

would produce better results in practice. Future research works will determine the 

preciseness of the mentioned methods with the SMA model.  

 Uncertainty in parameter estimation  

All methods used along with the SMA loss model require certain parameters to be 

estimated. Different studies suggesting different methods, but in a situation where 

there is not enough data, not all the methods are practical. This difference varies from 

place to place, with most of the methods having an empirical base rather than a 

scientific base, which will be discussed in detail in the following sections.  

 Canopy storage  

Canopy storage represents the maximum amount of water that can be held on leaves 

before falling to the earth’s surface. The canopy will consume all the potential 

evapotranspiration until the water in storage has been eliminated. These values were 

obtained from GIS analysis of landuse and land cover (LULC) maps (Rezaeianzadeh, 

Stein, & Tabari, 2013). For the current study, the LULC maps do not represent the 

exact ground situation of vegetation due to being older versions. Another drawback in 

the current landuse map is that the kinds of vegetation shown generally vary versus 

reality. In the real scenario, the vegetation cover is widely different that on the 

generated map (Figure 4-1), because every single vegetation type has a different 

storage capacity. For this research work using the available landuse map, all vegetation 

was classified according to Bennett and Peters (2000) into three parts respect to its 

storage (shown in Table 4-3). Real storage capacity estimations for every single 

vegetation type requires a huge budget and a huge amount of time.   

 Surface storage  

The surface storage retention of earth surface after a rainfall was calculated using the 

slope map ( Figure 4-2 ) suggested by Bennett et al. (2000) shown (). In reality, the 
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surface storage capacity can be acquired through land survey and remote sensing 

techniques after a rainfall. In developing countries such as Sri Lanka, due to a lack of 

enough equipment, this seems impossible. The slope map (Figure 4-5) in the current 

study was generated by a 30-meter resolution DEM, which is not very accurate. In the 

existence of those realities, there is a possibility of miscalculating of surfaces storage. 

This has a major contribution to streamflow and can affect the model results.  

 Precipitation loss method  

The SMA loss method was selected which, requires 14 parameters to be set. Out of 

that, four parameters are initial that  need to be set randomly, and the final values will 

come through the calibration process (Table 4-2). The impervious percentage was 

calculated through the landuse map (Figure 4-3), which was not very accurate it was 

published in 2006. Another four parameters – groundwater 1 storage, groundwater 2 

storage, the groundwater 1 coefficient, and the groundwater 2 coefficient – were 

calculated through the streamflow recession analysis (Equation 4-3 to 4-7) . The 

groundwater 1 percolation and groundwater 2 percolations were set through the 

calibration procedure. In fact, these parameters can be calculated by observed 

inspection wells, which was not considered in this case.  

The remaining four parameters, which are the maximum infiltration, soil storage, 

tension storage, and soil percolation rate, were calculated from similar studies due to 

the lack of hydraulic property data of the soil.  In this method, a range of values has to 

be put to every parameter that needs to be further calibrated. Indeed, the real value of 

these parameters requires having complete hydraulic properties of the soil, which in 

the Sri Lankan context is very rare. 

Finally, it is easy to judge that because of the data limitations, the final parameter 

values cannot represent the real situation as it expected. There is an always possibility 

of the incorrectness which can affect the final results. It can be concluded that all 

efforts in this research rely on calibration, which takes much of time and effort.  

 Transform model 

The ModClark method was selected for the transform model, which mainly requires 

two parameters: time of concertation (Tc) and storage coefficient (S). For the 
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calculation of these two parameters, many methods exists, such as the Bransbey 

Willium, Dooge Micking, Ven te Chow, Pickering, and SCN methods. Most of the 

mentioned methods are empirical, and some of them require one or two basic 

parameters. But the Soil Conservation service (SCN) method is widely used by most 

researcher due to it considering the physical properties of a channel (length, slope, and 

soil). Other methods are more conceptual. For this research, based on the literature 

review, the SCN method was selected (Equation 4-1), but the parameters like slope, 

length and curve number were estimated form sources that were not very precise or 

updated.  

 Baseflow method 

The recession constant method was used for the base flow computation. This requires 

three parameters: initial discharge, recession constant, and ratio to peak. The initial 

discharge was set to the initial discharge from the observed streamflow. The recession 

constant and the ratio to the peak were calculated using the selected events. The main 

issue with the estimation of those parameters was existence of various events. The 

outcome of the final values was based on the calibration procedure. Increasing the 

number of subbasins with the SMA model is a challenging task, especially during the 

calibration process. As a result of that, all the burden is put on the automatic calibration 

procedure. This takes a longer time, and parameters do not well-presenting the real 

situation. 

 Routing method 

The Muskingum routing method is based on a simple conservation of mass approach 

the defines the route through the stream. This approach was widely used in flow 

routing processes (Andreassian, Berthet, Javelle, & Perrin, 2009). The Muskingum 

method requires two parameters, which are K and X. The K defines the travel time 

through the reach and can be estimated through the knowledge of the cross section and 

flow properties. The X parameter is the weighing between inflow and outflow 

influence, which ranges between 0 and 0.5. For this study, all values were based on 

assumptions using different previous studies and ranges of values. The final values 

were optimized using the calibration procedure. These values affect the time of peak, 

but in this study due much effort put into the calibration process, the peaks were well 

matching in the lumped and all subdivision models. 
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6 CONCLUSIONS 

1. The HEC-HMS model with SMA algorithm was successfully calibrated and 

verified for the Kelani river basin in Sri Lanka on a continuous daily time scale 

and can be used for a variety of purpose including water resources assessment, 

engineering and management. 

2. The result of flow duration curve, outflow hydrograph, water balance, and 

statistical performance indicates an increasing efficiency in the determination 

of intermediate and low flows with the distributed models between three to 

eight subdivisions. The optimum result was with five-subdivision model. 

3. The MRAE error was decreased by increasing the number of subdivisions to 

three and eight, with an optimum of five subdivisions giving an MRAE of 0.38 

during calibration and 0.36 during the verification period.  

4. This study reveals that the soil moisture parameters could have a significant 

impact on the streamflow, especially on peak flows. This is because the soil 

percolation rate was found to be the most sensitive parameter.  

5. This study shows that moisture parameters for the SMA model can be derived 

from similar studies and streamflow records in case of a soil-data-scarce 

situation. 

6. The results of statistical analyses indicate that the simulated values are well 

correlated with the measured flow in the five subdivisions model with overall 

MRAE 0.37, a Nash 0.81 and a PVE 9.2%. 

7. The low flows was underestimated during the long rainless period in the 

lumped model, but improved with the distributed models, and especially for 

the five subdivisions.  

8. Increasing the number of subdivisions with the HEC-HMS model and SMA 

algorithm add to the complexity of the calibration and optimization process 

which requires a lot of computing time and high processing power.  
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7 RECOMMENDATIONS  

1. This verified model (HEC-HMS with SMA algorithm) can be used for water 

resources assessment, flood forecasting and infrastructure design over the 

Kelani river basin, Sri Lanka.  

2. The number of sub-catchment should be  minimized when using the HEC-HMS 

model with SMA algorithm, but more attention should be paid to the correct 

estimation of the initial parameters. 

3. The results can be further improved by using multiple gauging stations, and it 

is recommended that multiple gauging stations be used instead of a single 

station for better calibration. 

4. Incorporating  hourly and monthly data should be compared with daily data for 

further studies for further improvement of the results.  

5. Other loss methods besides the SMA such as the Green Ampt and the SCN 

curve method needs to be checked for overall result comparison.  

6.  Spatial variability should be checked beside the Thiessen interpolation methods 

for increasing the mode result efficiency.  

7. For continuation of this research work, this model should be compared with 

mathematical models, such as two, three and four parameter models.   
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