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#### Abstract

With the rapid development of the internet it has converted the world into a global village and now a day we cannot even think of a micro second down time. For an instance, user demand has caused the internet to successfully combined with other networks. This expanded development has caused for huge internet traffic loads and network congestion.

For solving this key issue of the networks it is important to predict the traffic peaks in the network. These traffic peak is caused by a large amount of data being requested like in a download. If these traffic peaks are predictable then non critical traffic from another network can be scheduled to avoid peak to reduce the congestion and maximize utilization.

This dissertation introduces a method to solve that key issue. Curve fitting technique in Matlab and distributing fittings are used to build statistical models of predicting traffic. Once that identifying some drawbacks through curve fitting methodology it has been rejected and statistical models for long term network traffic in Enterprise network is used as the proposed technique. Pareto distribution, Beta-Prime distribution and Exponential distribution are derived as the statistical models to predict the traffic peak in Enterprise network. The analysis is conducted by looking at the predictability of a peak in terms of level crossing of a given level.

According to the available literature there was no such technique for predicting traffic peaks. As per the results curve fitting methodology error is significantly high. Beta-Prime and Exponential distribution are not good statistical models of predicting traffics due to huge error occurred when compared to the actual behavior of the network. But Pareto distribution is the best model of prediction on traffics in the network as it has vey less error when compared to the actual behavior of the network.

According to the results Pareto distribution is the best statistical model of predicting traffic peak. Once predicting the traffic peak can be scheduled the large data from other network for maximum utilization and to avoid the traffic congestion.
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## CHAPTER 01

## INTRODUCTION

### 1.1 Background and motivation

Internet traffic has been constantly increasing with the complete developments in communication networks and applications. This expanded development of communication methods has not only increased the demand for internet access, but also brought heavier network traffic loads. As revealed in [1], most IP traffic will be doubled with more integrating devices to the network in the next few years.

The greatly increased user demands have caused the internet to successfully develop in the automation network and enterprise network [2]. Historically both of these two networks were isolated and due to internet usage they are combined for some particular extent. This caused for huge internet traffic loads and network congestion. On the other hand, the main reason is packet losses specially in UDP type protocols [3] used by industrial automation. Therefore, there is a need to consider probable network management solutions for the future convenience. According to [42], new protocol also defined to overcome network congestion. So different techniques also has been derived as a solution for network management in order to improve the quality of the network [24],[26]. This will be enhanced the accuracy and efficiency of the network [27]-[29].

The question of how to avoid packet losses and maximum utilization of the bandwidth. An efficient method to address network traffic issue is to monitor the network performance based upon long term network traffic analysis for non-identical data collection from different fields. This would facilitate to identify the network traffic patterns. Then could be proposed effective and fair solution for avoiding traffics in the network.

The traffic characteristic rely on when and where on the internet the traffic is investigated. The traffic behavior differs from in the different network to network and the traffic characteristics changes with new applications, new types of networks and with changing user behavior.

Figure 1.1 shows examples of internet traffic behavior. Both graphs are completely different on traffic distributions. So that two graphs are traffic distributions on


Figure 1.1: Example of Internet traffic behavior. Top: Packets per second during one hour for uploading(normalized). Bottom: packets per second during one hour for downloading(normalized).
uploading and downloading. The top one which indicates the uploading average traffic peak is about 0.0004 packet per second (PPS). The bottom graph for downloading average traffic peak is about 0.92 PPS and graph's peaks indicate some burstiness in the traffic distributions.

These spikes in the graph for downloading probably indicate periods when individual large files are downloaded or when a server on the network is accessed by a user who downloads multiple files. So peaks of the traffic may just reflect of the occupancy of
the bandwidth [40]. So network planning by evaluating traffic [36], [37] is very essential to provide the best service without any barriers.

As per the figures traffic peak is low for uploading and while the downloading peaks remains quite high. It just reflects downloads have bursty properties and bandwidth greedy behavior, but don't last long. In this situation has to be focused on internet traffic management. As revealed in [4] internet traffic management is avoiding network congestion and making good use of available network resources. By controlling the network congestion, it will cause to increase the performance of the network [43]. When a packet is lost this is recalled as network congestion and the transmission rate is decreased. So many techniques have been used to control the network congestion [44].

### 1.2 Problem statement

With the rapid development of network technology, and network information flow increasing network traffic control has become increasingly onerous [5]. The internet usage is more Automation Network in industrial automation and Enterprise Network are more or less combined [2]. This complex integration caused to develop network congestion and packet losses mainly occurs in industrial automation network due to UDP/IP.

So main role such a situation is network traffic control and management. Earlier if we can accurately predict the trend of traffic and then can be scheduled resources to reduce or avoid the occurrence of congestion, improve the utilization of network resources. However, establish the corresponding prediction model is the key to network traffic prediction. This mechanism directly can be applied for industrial automation network and enterprise network.

### 1.3 Aim and Objectives

Aim:

Investigation of the predictability of network traffic peaks in Enterprise Network to schedule non critical traffic from an Industrial Automation Network avoid peaks to reduce the congestion and maximize utilization.

Objectives;
i. Predict the traffic peaks in terms of level crossings of a given level in Enterprise Network.
ii. Analyze the collected data sets from Enterprise Network using statistical models. iii.Predict the best statistical model to improve the analysis in future.

### 1.4 Contribution

As mentioned in the objectives, the analysis is carried out for Enterprise Network to identify the traffic behavior in different fields. The prediction of network traffic is examined in two ways. One is identified the traffic peak in terms of level crossings in a given level. Second is, analyzing using three statistical models as Probability Density Functions (PDF). Ultimately, these two methods are compared to predict the best statistical model.

### 1.5 Report Outline

The thesis consists of five chapters. The first chapter is the introduction which briefly introduces the basic concepts of traffic monitoring and analysis, the concept of traffic distributions in the network and the question to be addressed. Specifically, the need of the predictability of traffic peak is introduced in this chapter. Chapter two presents related work and background information relevant to this thesis including previous works in the area, related technologies, prediction of network traffic, traffic distributions and self-similarity. The methodology that used to analyze the data is described in chapter three. This chapter also introduces the different theorems which related on analysis, software to extract the data and processing. In the fourth chapter, the analysis that was performed is presented and the obtained result is interpreted in detail. The thesis project's results are given as conclusions in the fifth chapter, along with a discussion of possible future work.

## LITRATURE SURVEY

Chapter 1 is described that with the internet usage is more everyone has connected as globally. This has become a major issue of occurring network congestion as well as the packet loss of the data transmission. As a result of more internet usage traffic level is also become very high. So there are few of characteristics of the traffic in terms of packet sizes, flow duration and percentage composition by protocol and applications [30]. Also actual network is more and more complex characterized by long range dependence and self-similarity and so on [10]. To identify these generated traffic in the network mathematical tool also has been derived to make the smooth system [23]. Thus several techniques have been investigated by researches as the prediction of network traffic [45]-[50]. Using these different methods of predicting network traffic are facilitated to identify the behavior of network traffic and for more accurate planning in future demands. So this chapter will be discussed some techniques/methods regarding on network traffic prediction are done by researches.

### 2.1 Related Works

### 2.1.1 Study based on packet length and inter arrival time

When predict the network traffic statistical evaluation and analyzing are popular. Two parameters are used as the statistical characteristics of the network [6], [7],[38]. They are;

- Packet length (size)
- Inter arrival time

According to [6], a new statistical model has been used for packet length. The main contribution of this investigation was to propose a new Probability Density Function (PDF) for packet length which can be used to identify and classify internet traffic. Eworton has used the usual configuration for a Local Area Network (LAN) with internet as shown in Figure 2.1. Packet length was measured between the network server and the Internet connection as illustrated in Figure 2.1. He has mentioned that
the traffic produced by the user presents Uniform distribution, Normal distribution and Beta distribution (Figure 2.1a,Figure 2.1b,Figure 2.1c).

Further when the data traffic flows through the aggregation point (router, gateway or server) it suffers a non-linear transformation (Figure 2.1d, Figure 2.1e) and finally produced the bimodal distribution (Figure 2.1f). So with bimodal distribution, he has proposed to model the packet length probability density function after the aggregation point. The proposed probability density function is compared with measurements presented in several articles [11]- [13]. According to those articles he used Tafvelin measurements, Rastin measurements, CAIDA measurements and sprint measurements and their Sum of Squares due to error (SSE), Root Mean Square Error (RMSE), R-square(RS) and Adjusted R-Square (ARS) were used to compare with proposed cumulative Distribution Function Model Beta Distribution, Exponential Distribution, Log-Normal Distribution, Pareto Distribution and Weibull Distribution. Further he has observed numeric and graphically beta distribution represents very good results by keeping SSE and RMSE values very close to zero. Ultimately he has concluded that beta distribution has a good fitting and that it performs better than the Exponential, Log normal, Pareto or Weibull distributions, for bimodal traffic. This result is important because one of these distributions may be used in network traffic simulators.


Figure 2.1: Packet aggregation by the network server
Source: Adapted from [6].

## Inter-arrival time analysis and model

According to [7], packet inter arrival time follows Power Law and that can be modeled by heavy tail distribution (Pareto Distribution) and has also been presented hybrid mathematical model of packet size.

Sajjad has mentioned that for a finite observation of a point process can be easily generated a histogram that approximates the probability density function of inter arrival time. He used the Origin Lab(OriginPro 7.5E) for further analysis and graphs. Then he plots the inter arrival time histograms (IIH) on log-log scale with bin size as shown in Figure 2.2.


Figure 2.2: Packet inter arrival time histogram
Source: Adapted from [7]
Next computed the probabilities and plot the probability density function for packet inter-arrival time. For most results of this type plots he has found that a large part of the resulting graph can be fitted to straight line as shown in Figure 2.3.


Figure 2.3: Log-log scale Iner-Arrival Time Plot for combined Data Set Source: Adapted from [7]

This implies that there is a power law behavior of the probability density function $y=p(x)=a x^{b}$. This means; $\log (y)=\log (a)+b \log (x)$.

This refers to the heavy tail Pareto distribution by looking at the values of $a$ and $b$. Further he has mentioned all the data set that he aggregated yield almost similar Probability Density Function.

## Packet size analysis and model

Further Musthaq has done packet size analysis as well. Here he has used the Cumulative Distribution Function to analyze the data. Also he has used the segmentation algorithm in the case of extracting the probability density function from the cumulative distribution function.

### 2.1.2 Study based on self-similarity

The oldest models were based on simple probability distributions with the assumptions. For instant, Poisson traffic distributions frequently used as the traffic models [8],[31]. Most particularly, the earliest models like Poisson model ignored bursts completely [32]. They were derived by focusing on simplicity of analysis. These type models generally operated under the assumption that aggregating traffic from sources tended to smooth out bursts. According to [43], new algorithm is also defined to detect the burst. Apart from that when the network more and more complex it exhibits self-similarity behavior of the network. Self-similarity refers to distributions that shows the same characteristics at all scales [15]. For example, a selfsimilar network trace would look the same aggregated in 10 ms bins as aggregated in 10second bins [14]. The following analysis on self-similar model which is widely used in network [10].
a) Fractional Brownian Motion(FBM) and Fractal Gaussian Noise
b) ON/OFF model of Heavy Tails Distribution
c) Fractional Autoregressive Integrated Moving Average (FARIMA)

According to Xiaoguang research he has mentioned about these three models like this.

## - FBM and FGN model

When estimating parameters such as Hurst parameter which describes the self-similar characteristic these two models can be used relatively simply. But these models are strictly self-similar and couldn't analyze the traffic of short term correlation structure very well.

## - ON/OFF model of Heavy Tails Distribution

He has investigated that when the file size is consistent with heavy tail distribution, the corresponding file transportation leads to the self-similarity of link layer. This kind of model helps to learn the nature of the self-similarity deeply. But it has its own disadvantages.
i) Each source must be independent
ii) Identically distributed

So the problem is most of the network distribution cannot be built on this premise.

## - FARIMA

Here FARIMA model is used to fit to the actual traffic trace and then calculate the required parameter for prediction of the traffic. FARIMA model can describe the longrange dependence characteristics of network traffic effectively. Meanwhile it can represent traffic with short range dependence structure very well. However, the main issue of the model is, computation quantity of this algorithm is too large.

## CHAPTER 03

## METHODOLOGY

This chapter explains about the data analysis part of the research. The key part of this research is predicting traffic peaks in the Enterprise Network. Therefore, for the analysis several data have been collected from different networks as Institutional data and Individual data. In this research three statistical models are introduced for predicting the traffic peaks. Therefore, as the statistical models Pareto Distribution, Beta-Prime Distribution and Exponential Distribution are used to represent the distribution of traffic.

### 3.1 Data Collection

Collected data sets for analysis summarized as shown in the table 3.1
Table 3.1: Summary of data collection

| Source | No.Samples | Duration of traffic <br> slot | No.of Packets |
| :--- | :---: | :---: | :---: |
| i) Single Machine | 100 | 1 hr | 6.2 M pkts |
| ii) Downlink | 100 | 1 hr | 2.1 M pkts |
| iii)Uplink | 100 | 1 hr | 1.5 M pkts |
| iv)Institutes | 73 | 1 second | 85.5 G pkts |
|  | 73 | 6 second | 125.7 G pkts |
|  | 73 | 24 second | 167.1 G pkts |
|  | 73 | 288 second | 244.4 G pkts |

### 3.1.1 Institutional Data collection

Institutional Data is collected through backbone link of the Institutional Network and which is captured using RRD tool. There seventy-three institutes are considered to collect the required data for analysis. These data have been collected in different time
scales as within 1 second, 6 second, 24 second and 288 second as shown in the table 3.1.

### 3.1.2 What is RRD tool.

RRD tool is a data base which is correlated with time series data like network bandwidth utilization. The main function of this data base rather than storing data is creation of the graph according to the stored data.

### 3.1.3 Using RRD tool for capturing the data

Basically there are three main steps to set RRD tool for graphing according to the data sets.

1. Initialize the data base
2. Collect the data sets over time
3. Create the graph

### 3.1.4 Capture the graph through RRD tool



Figure 3.1: Captured graph for bandwidth utilization
The graph reveals that bandwidth utilization by the appropriate Institute. There Local Link Bandwidth is 250 M . The graph clearly indicates that the time when it takes peak spikes. These spikes in the graph it probably indicates when the large files are downloaded or multiple files are requested.

The Local Link Bandwidth (LLB) for seventy-three institutes is included in Table 3.2.
Table 3.2: LLB for Institutes

| Inst: <br> No | LLB | Inst: <br> No | LLB | Inst <br> $:$ <br> No | LLB | Inst: <br> No | LLB | Inst: <br> No | LLB <br> 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 50 M | 16 | 100 M | 31 | 10 M | 46 | 20 M | 61 | 5 M |
| 3 | 80 M | 18 | 20 M | 33 | 10 M | 48 | 5 M | 63 | 5 M |
| 4 | 400 M | 19 | 150 M | 34 | 20 M | 49 | 5 M | 64 | 20 M |
| 5 | 50 M | 20 | 150 M | 35 | 50 M | 50 | 5 M | 65 | 10 M |
| 6 | 50 M | 21 | 800 M | 36 | 100 M | 51 | 5 M | 66 | 100 M |
| 7 | 150 M | 22 | 20 M | 37 | 100 M | 52 | 5 M | 67 | 20 M |
| 8 | 80 M | 23 | 1000 M | 38 | 200 M | 53 | 5 M | 68 | 150 M |
| 9 | 50 M | 24 | 10 M | 39 | 150 M | 54 | 5 M | 69 | 150 M |
| 10 | 10 M | 25 | 20 M | 40 | 150 M | 55 | 5 M | 70 | 20 M |
| 11 | 20 M | 26 | 20 M | 41 | 100 M | 56 | 5 M | 71 | 150 M |
| 12 | 50 M | 27 | 80 M | 42 | 250 M | 57 | 5 M | 72 | 150 M |
| 13 | 80 M | 28 | 20 M | 43 | 300 M | 58 | 5 M | 73 | 150 M |
| 14 | 100 M | 29 | 150 M | 44 | 80 M | 59 | 5 M |  |  |
| 15 | 250 M | 30 | 50 M | 45 | 150 M | 60 | 5 M |  |  |

### 3.15 Individual Data Collection

Individual data is collected from a Wireshark installed on a single computer. This single machine data consists with one-hour traffic slots. Wireshark application is used to filter that downlink and uplink data.

### 3.16 Wireshark application

Wireshark tool is a packet analyzer. It is used for capturing packets and filtering them. In addition to that can be used to analyze the traffic flow on the network. So Wireshark tool is used in this research to filter out downlink and uplink data.

### 3.17 Using Wireshark tool for capturing data

Following figure that represents how is the Wireshark is showing details are appearing on Wireshark according to the time.


Figure 3.2: Wireshark is capturing the data

### 3.2 Background Analysis

### 3.2.1 Rearranging data in feasible way for analysis

It is very important preprocess data what collected before analyzing large volume of traffic flow [25],[41]. Single Machine Data set is main tool which is used for extracting the data for uplink and downlink. Single Machine Data is consisting as the PCAP files. So used Wireshark network protocol analyzer to extract the data [16]. This data file contains one-hour traffic slot.

| No. | Time |
| :---: | :---: |
| $\Gamma$ | 10.000000 |
|  | 20.381457 |
| ! | 30.468891 |
|  | 40.477152 |
| ! | 50.477286 |
|  | 60.551520 |
|  | 70.581626 |
| , | 80.581650 |
|  | 90.645445 |
|  | 100.645947 |
| ' | 110.659141 |
|  | 120.703819 |
| , | 130.776988 |
| ! | 140.784717 |
| ! | 150.825279 |
|  | 160.859892 |
|  | 170.919841 |
|  | 180.954510 |
|  | 191.000538 |
|  | 201.047549 |
|  | 211.234987 |
|  | 221.235112 |
|  | 231.235273 |
| , | 241.287996 |

Figure 3.3: Extracted data from PCACP files Wireshark Network Protocol Analyze Single machine data use to extract the data for uplink and downlink. Using by the Wireshark network analyzer filter tool, extracted data for uplink and downlink as shown in Figure 3.2 and Figure 3.3.

- For up-link data, filter is applied as "tcp and ip.src==192.248.10.13
- For down-link data, filter is applied as " tcp and ip.dst==192.248.10.13


Figure 3.4: Extracted data for uplink
Figure 3.5: Extracted data for downlink
Single machine data is used to extract downlink and uplink data for 1 hr time slots. Data consists with its serial Number and time. So, the time defines no of data packets flow through the link within that time duration. These extracted results used to count no of data packets flow in each seconds. Using by the MATLAB code counted no of packets for each seconds. The Matlab code regarding on counting no. of data packets is attached in Appendix A .

| time(s) | No.of pkts |
| :---: | :---: |
| 0 | 18 |
| 1 | 24 |
| 2 | 36 |
| 3 | 37 |
| 4 | 16 |
| 5 | 19 |
| 6 | 16 |
| 7 | 21 |
| 8 | 6 |
| 9 | 10 |
| 10 | 13 |
| 11 | 9 |
| 12 | 30 |
| 13 | 25 |
| 14 | 24 |
| 15 | 12 |
| 16 | 16 |
| 17 | 22 |
| 18 | 11 |
| 19 | 22 |
| 20 | 6 |
| 21 | 16 |
|  |  |

Figure 3.6: Counting No. of pkts in each seconds.
As per the Figure 3.4 it shows distribution of the data packets within that time series. Also can be determined how is that data packets are distributed with packet interarrival time. So for that purpose compute the difference of each consecutive packets. These two distributions are illustrated in Figure 3.5 and Figure 3.6.

Let's take that packet arrival event happening at times $t_{i}$,
Then packet inter-arrival time $\Delta t_{i}$;

$$
\begin{equation*}
\Delta t_{i}=t_{i+1}-t_{i} \tag{1}
\end{equation*}
$$

According to equation 1 difference of each consecutive packets are computed as shown in Figure 3.7. Also these same steps were carried throughout the other two data sets (Downlink and Uplink Data).


Figure 3.7: Distribution of packets with its arrival time


Figure 3.8: Distribution of packets with its packet inter-arrival time

| time(s) | No.of pkts | diff: |
| :---: | :---: | :---: |
| 0 | 18 | 6 |
| 1 | 24 | 12 |
| 2 | 36 | 1 |
| 3 | 37 | -21 |
| 4 | 16 | 3 |
| 5 | 19 | -3 |
| 6 | 16 | 5 |
| 7 | 21 | -15 |
| 8 | 6 | 4 |
| 9 | 10 | 3 |
| 10 | 13 | -4 |
| 11 | 9 | 21 |
| 12 | 30 | -5 |
| 13 | 25 | -1 |
| 14 | 24 | -12 |
| 15 | 12 | 4 |
| 16 | 16 | 6 |
| 17 | 22 | -11 |
| 18 | 11 | 11 |
| 19 | 22 | -16 |
| 20 | 6 | 10 |
| 21 | 16 | 18 |

Figure 3.9: Computing the difference of each consecutive pkts.

### 3.2.2 Developing variables

According to the data which is mentioned as in Figure 3.7 can be defined as two data series with the time. One data series is data packet distribution with the packet arrival time and other data set is defined as data packet distribution with packet inter arrival time. Initially before modeling the prediction model it is essential to look at the correlation of this two data series. So It is very essential to use hypothetical test for categorical variables to exam whether two variables are independent or not. In this case Chi-Square test for independence is used as the hypothetical test.

### 3.2.3 chi-square test for independence

The Chi-Square Test for independence of two variables [17], [23] is a test which uses a cross classification table to examine the nature of the relationship between these variables. The test for independence examines whether the observed pattern between the variables in the table is strong enough to show that the two variables are dependent on each other or not.

The test for independence of No. of packets( X ) and difference of consecutive packets $(\mathrm{Y})$ begins by assuming that there is no relationship between the two variables. The alternative hypothesis states that there is some relationship between two variables. If the two variables in the cross classification are X and Y the hypotheses are;
$\mathrm{H}_{0}$ : no relationship between X and Y
Ha: some relationship between X and Y
In terms of independence and dependence this hypothesis could be stated
$\mathrm{H}_{0}$ : X and Y are independent
Ha: X and Y are dependent

## Chi-Square Equation

$E_{i, j}=\frac{\sum_{k-1}^{c} O_{i . j} \sum_{k-1}^{r} O_{k, j}}{N}$
Where,
$E_{i . j}=$ expected value
$\sum_{k-1}^{c} O_{i . j}=$ sum of $\mathrm{i}^{\text {th }}$ coulumn
$\sum_{k-1}^{r} O_{k, j}=$ sum of $\mathrm{k}^{\text {th }}$ row
$\mathrm{N}=$ total number
$x^{2}=\sum_{i=1}^{r} \sum_{j=1}^{c} \frac{\left(O_{i, j}-E_{i, j}\right)^{2}}{E_{i, j}}$
$x^{2}=$ chisquare - test of indpendence
$O_{i, j}=$ Observed value of two nominal variables
$E_{i, j}=$ Expected value of two nominal variables
Degree of freedom is calculated by using following formula,
$\mathrm{DF}=(\mathrm{r}-1)(\mathrm{c}-1)$
Where
$D F=$ degree of freedom
$\mathrm{r}=$ number of rows $\mathrm{c}=$ number of columns
reject the null hypothesis = calculated chi-square value > tabulated chi-square value.

### 3.2.4 Applying chi-square test for data set

## State the hypothesis:

$\mathrm{H}_{0}$ : No.of pkts and difference of pkts are independent.
$\mathrm{H}_{\mathrm{a}}$ : No of pkts and difference of pkts are not independent.

## Analyze Sample data:

Table 3.3: Computing required values for Chi-Square Test

| Variable1 | Variable 2 | Total(row) |
| :---: | :---: | :--- |
| 18 | 6 | 24 |
| 24 | 12 | 36 |
| 36 | 1 | 37 |
| 37 | 21 | 58 |
| 16 | 3 | 19 |
| 19 | 3 | 22 |


| 16 | 5 | 21 |
| :---: | :---: | :--- |
| 21 | 15 | 36 |
| 6 | 4 | 10 |
| 10 | 3 | 13 |
| 13 | 4 | 17 |
| 9 | 21 | 30 |
| 30 | 5 | 35 |
| 25 | 1 | 26 |
| 24 | 12 | 36 |
| 12 | 4 | 16 |
| 16 | 11 | 22 |
| 22 | 16 | 33 |
| 11 | 10 | 16 |
| 22 | 18 | 34 |
| 6 | Column total <br> $=192$ | Column total <br> $=601$ |
| 16 |  | 22 |
| Column total <br> $=409$ | 16 | 16 |

Calculating the expected values

$$
\begin{aligned}
E_{i, j} & =\frac{\sum_{k-1}^{c} O_{i . j} \sum_{k-1}^{r} O_{k, j}}{N} \\
\mathrm{E}_{1,1} & =(24 * 409) / 601 \\
& =16.332
\end{aligned}
$$

Calculating the observed chi-square values
$x^{2}=\sum_{i=1}^{r} \sum_{j-1}^{c} \frac{\left(O_{i, j}-E_{i, j}\right)^{2}}{E_{i, j}}$
$\mathrm{X}_{1}{ }^{2}=(18-16.332)^{2} / 16.332$

$$
=0.17035
$$

Calculated Chi-square value $=x^{2}=x_{1}{ }^{2}+x_{2}{ }^{2}+x_{3}{ }^{2}+\ldots \ldots=10.08566$
$\mathrm{df}=(22-1)(2-1)=21$
let consider $95 \%$ level of confidence.
critical chi-square value for $\mathrm{df}=21$ and at $0.05=32.671$
Calculated chi-square value < table chi-square value
So it rejects the alternative hypothesis.
Then can be expected the null hypothesis.it means that two variables are independent.

### 3.2.5 Estimating of Probability Density Functions

As mentioned in the beginning of the chapter 3 the main purpose of the research is predicting the traffic peak in the network. When make the prediction has to be worked with few of formulas as Joint Probability Formula and Rice's Formula. These formulas are integrated with PDF. In order to develop appropriate PDF needs to obtain the histograms for two independent variables. Histograms for two variables are shown in Figure 3.8 and Figure 3.9.


Figure 3.10: Histogram for packet distribution


Figure 3.11: Histogram for packet inter arrival time
After getting that two histograms for two independent variables it's essential to find the appropriate PDF for each histograms. Method A and Method B indicates how PDF are statistically modeled for histograms.

## Method A: Using Matlab Curve Fitting Tool

In order to obtain the PDF of the histogram which is shown as Figure 3.8 used Matlab curve fitting tool to estimate the function. According to the pattern of distributed points most appropriate function is determined as the exponential curve. Figure 3.10 indicates how that curve is fitted with distributed points.


Figure 3.12: Exponential function as PDF
As shown in Figure 3.9 most appropriate function is estimated as the Gaussian function as illustrated in Figure 3.11.


General model Gauss 1:
$f(x)=a 1^{*} \exp \left(-((x-b 1) / c 1)^{\wedge} 2\right)$
Coefficients (with $95 \%$ confidence bounds):
$a 1=0.2765(0.266,0.2869)$
$\mathrm{b} 1=0.0001006(8.213 \mathrm{e}-05,0.0001192)$
$c 1=0.0006(0.0005738,0.0006262)$

## Goodness of fit:

SSE: 0.001963
R-square: 0.9877
Adjusted R-square: 0.9872
RMSE: 0.006462

Figure 3.13: Gaussian function as PDF.
Obtained results from curve fitting method are tabulated as shown in the Table 3.2.
Table 3.4: Functions with appropriate parameters

| Curve fitting <br> function | Parameter.1 | Parameter.2 | Parameter.3 | Function |
| :--- | :--- | :--- | :--- | :--- |
| Exponential | $\mathrm{a}=0.0009772$ | $\mathrm{~b}=-3.207$ | - | $f_{1}(x)=a \cdot e^{b . x}$ |
| Gaussian | $\mathrm{a} 1=0.2765$ | $\mathrm{~b} 1=0.0001006$ | $\mathrm{c} 1=0.0006$ | $f_{2}(x)=a 1 . e^{-(x-b 1)^{2} / c 1^{2}}$ |

## Method B: Distributing fitting using Easy Fit software

In order to get PDF for two independent variables, used an another method. There are some advantages of using method B using by Easy fit software [19] as it has various PDFs for distributing fittings and also easily can be plot the appropriate distributing fittings with its parameters. Four types of probability distribution models are selected to detect the best distribution model. So specially determined that pareto distribution, beta prime distribution, exponential distribution and normal distribution for two independent variables. Obtained distributions models are shown below with their parameters.



Figure 3.14: Probability Distribution models for packet distribution. Top: Pareto Distribution. middle: Beta-Prime Distribution. bottom: Exponential Distribution.


Figure 3.15: Probability Distribution Model for distribution of packets within inter arrival time. Normal Distribution

In order to obtain the best PDFs 30 number of bins is selected from data.

### 3.2.5.1 verify the graphs obtain through the easy fit software using MATLAB distributing fitting tool



Figure 3.16 : Pareto distribution


Figure 3.17 : Beta distribution


Figure 3.18 : Exponential distribution
Figure3.19: Normal distribution

MATLAB results also provided parameters for distributions. Following factors indicate the evaluation of data for generate proper graph of PDFs.

No.of bins of data $=30$
Bin size $\quad=0.2$

Table 3.5: PDF with its parameters

| Distribution Model | Parameter1 | Parameter2 | Parameter3 | PDF |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Pareto } \\ & P_{1}(x) \end{aligned}$ | $\begin{aligned} & \alpha(\text { shape })= \\ & 0.12546 \\ & \alpha>0 \end{aligned}$ | $\begin{aligned} & \beta(\text { scale })=0.000298 \\ & \beta>0 \end{aligned}$ | - | $P_{1}(x)=\frac{\alpha \beta^{\alpha}}{x^{\alpha+1}}$ |
| Beta-Prime $P_{2}(x)$ | $\begin{aligned} & \alpha_{1}(\text { shape }) \\ & =0.57249 \\ & \alpha_{1}>0 \end{aligned}$ | $\begin{aligned} & \alpha_{2}(\text { shape })=0.1339 \\ & 5 \\ & \alpha_{2}>0 \end{aligned}$ | B (beta function) | $\begin{aligned} & P_{2}(x) \\ & =\frac{x^{\alpha_{1}-1}(1+x)^{-\alpha_{1}-\alpha_{2}}}{B\left(\alpha_{1}, \alpha_{2}\right)} \end{aligned}$ |
| Exponential $P_{3}(x)$ | $\begin{aligned} & \lambda(\text { scale })=1434.6 \\ & \lambda>0 \end{aligned}$ | - | - | $P_{3}(x)=\lambda e^{-\lambda x}$ |
| $\begin{aligned} & \text { Normal } \\ & P_{4}(y) \end{aligned}$ | $\begin{aligned} & \mu \text { (location) } \\ & =0.00019381 \end{aligned}$ | $\begin{aligned} & \sigma^{2} \text { (scale) } \\ & =0.00062371 \end{aligned}$ | - | $\begin{aligned} & P_{4}(y) \\ & =\frac{1}{\sqrt{2} \sigma^{2}} e^{-(y-\mu)^{2} / 2 \sigma^{2}} \end{aligned}$ |

### 3.2.6 Joint probability formula and its relevancy in this research

According to [18] if two continuous random variables are independent
$f_{X, Y(x, y)}=f_{X}(x) \cdot f_{Y}(y)$
According to the chi-square test it proved both variables are independent. Joint probability formula represents the product of PDFs of two variables. Joint Probability Density Function is computed using MATLAB code. The code is attached under Appendix A.

For an instance, Joint Probability Density Formula (JPF) for Pareto Distribution and Normal Distribution,
$P_{1,4}(x, y)=P_{1}(x) . P_{4}(y)$
$P_{1}(x)=\frac{\alpha \beta^{\alpha}}{x^{\alpha+1}}$ and $P_{4}(y)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-(y-\mu)^{2}} / 2 \sigma^{2}$

$$
\begin{align*}
P_{1,4}(x, y) & =\frac{\alpha \beta^{\alpha}}{x^{\alpha+1}} \cdot \frac{1}{\sqrt{2 л \sigma^{2}}} e^{-(y-\mu)^{2} / 2 \sigma^{2}}  \tag{4}\\
& =\frac{\alpha \beta^{\alpha} x^{-(\alpha+1)}}{\sqrt{2} \sigma^{2}} \cdot e^{-(y-\mu)^{2} / 2 \sigma^{2}} \tag{5}
\end{align*}
$$

According to equation 2 can be derived JPF using other PDFs. After getting that JPF the graph is shown in Figure 3.14.


Figure 3.20: JPF for Pareto and Normal Distribution

### 3.2.7 Rice's Formula

Rice's formula counts the average number of times stochastic stationary process $\mathrm{X}(\mathrm{t})$ per unit time $(t \in[0,1])$ crosses a fixed level $u[20],[34]$. Then Rice's formula states that,
$v_{(u)}=\int_{-\infty}^{\infty}|\dot{x}| P_{x, \dot{x}}(u, \dot{x}) d \dot{x}$

Here,
$v_{(u)}=$ average number of times stochastic process $x(t)$ crosses the fixed level $u$.
$\dot{x}=$ first derivative of x with respect to time.
$p(x, \dot{x})=$ joint probability density of $x(t)$ and $x(t)$ at time t .

### 3.2.8 Predictability of level crossings.

As mentioned in chapter 1 predicting traffic peak is identified as the one of main objective as it integrates with future developments of the network. In this point predicting traffic peak is recognized in terms of the level crossings. These levels are considered as $0.7,0.8,0.9$ and 0.95 times of the peak level. That is emphasized number of times these levels are crossed by stochastic process (traffic distribution). That predictability can be simplified using by the Rice's formula as indicated under equation 6.

According to equation 6;

Let's take that fixed level as $u$. Then;
$v_{(u)}=\int_{-\infty}^{\infty}|\dot{x}| P_{x, \dot{x}}(u, \dot{x}) d \dot{x}$

$$
x(t)=P_{1}(x)=\frac{\alpha \beta^{\alpha}}{x^{\alpha+1}}
$$

$$
\dot{x}(t) \quad=P_{4}(y)=\frac{1}{\sqrt{2} \pi \sigma^{2}} e^{-(y-\mu)^{2} / 2 \sigma^{2}}
$$

$v_{(u)}=\int_{-\infty}^{\infty}|y| P_{1}(u) \cdot P_{4}(y) d y$

$$
\begin{gather*}
=\int_{-\infty}^{\infty}|y| \frac{\alpha \beta^{\alpha}}{u^{\alpha+1}} \cdot \frac{1}{\sqrt{2} \pi \sigma^{2}} e^{-(y-\mu)^{2}} / 2 \sigma^{2} d y \\
v_{(u)} \quad=\int_{-\infty}^{\infty}|y| \frac{\alpha \beta^{\alpha} u^{-(\alpha+1)}}{\sqrt{2} \pi \sigma^{2}} \cdot e^{-(y-\mu)^{2} / 2 \sigma^{2} d y} \tag{7}
\end{gather*}
$$

As solve in equation 7 predictability of level crossing can be determined for other JPFs as well. Computing of level crossing has been done using Matlab and that code is attached in Appendix A.

### 3.2.9 Actual level crossing rate

Statistical models of distributing (Pareto, Beta-Prime, Exponential and Normal distributions) are used for predicting the traffic peak. So it is essential to determine the most appropriate distributing fitting among the above statistical models for making the future plans on network with that statistical model. So the best statistical model can be specified by comparing each statistical model output with the actual output. "Output" is referred to as level crossing rate of the traffic distribution.

Figure 3.15 reveals of estimating the number of actual level crossings for stochastic process.


Figure 3.21: Counting actual number of level crossings.
Two constraints are derived for counting that number of up crossings and down crossings.

Constraint 1: if $x\left(t_{1}\right)<L$ and $x\left(t_{1}+1\right) \geq L$ $n d c=n d c+1$
or
Constraint 2: if $x\left(t_{1}\right)>L$ and $x\left(t_{1}+1\right) \leq L$. $\qquad$ $n u c=n u c+1$

According to these constraints the Matlab code is attached in Appendix A.
When specifying the best statistical model for predicting traffic peak it's essential to determine the precision of the obtained results through the prediction. The precision of the predicted results can be compared with the actual results what has been obtained for traffic distribution. This precision of the results is determined using error formula as mentioned equation 8 [21].
$\%$ error $=\left|\frac{\text { experimental value-theoritical value }}{\text { theoritical value }}\right| \times 100$

According to equation 8 , experimental value is the predicted results that is obtained through equation 7. And also theoretical value is the results that is obtained through constraint 1 and constraints 2 . The calculated error is included in chapter 4 results and analysis.

### 3.2.10 Institutional data analysis

As mentioned in beginning of the chapter the background analysis is done for single machine data, up-link data and down-link data. This analysis is facilitated to decide the most appropriate method from method A and method B. Method B is the best method for analysis due to huge error occurred in method A. Average error for method A is $96.87 \%$. Then method A is rejected and choose method B for Institutional data analysis.

Further analysis is verified to find the best distributing fitting model for traffic distribution. Method B is applied for single machine data, uplink data, down-link data and institutional data. So the results of these sources will be identified the best distributing fitting model.

## CHAPTER 04

## RESULTS

As mentioned in chapter 3 data analysis has been done for collected data sets such as single machine data, up-link data, down-link data and Institutional data. The analysis is carried through Matlab and Easy fit software. Statistical models are developed using by those soft wares for predicting the traffic. The results are described in this chapter.

### 4.1 Background analysis

Manily background analysis is used for analysis in single machine data and data extracted from it such as uplink- data and down-link data. This analysis is done using two ways as mentioned in chapter 3 method A and method B .

### 4.1.1 Method A - using matlab curve fitting tool

Matlab curve fitting tool is used to obatain the parameters for PDFs. Those results were tabulated in Table 4.1.

Table 4.1: Single Machine Data-predicted level crossing rate

| Level | SD1 | SD2 | SD3 | SD4 | SD5 | SD6 | SD7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.7 | 1.53702 | 0.92923 | $2.7264 \mathrm{E}-06$ | 0.07272 | 0.124069 | $3.40442 \mathrm{E}-54$ | $1.2309 \mathrm{E}-54$ |
| 0.8 | 1.28393 | 0.62357 | $1.5718 \mathrm{E}-07$ | 0.05226 | 0.014124 | $1.74523 \mathrm{E}-50$ | $8.97974 \mathrm{E}-62$ |
| 0.9 | 1.08521 | 0.42687 | $1.0140 \mathrm{E}-08$ | 0.04841 | 0.014617 | $1.78991 \mathrm{E}-68$ | $1.5305 \mathrm{E}-68$ |
| 0.95 | 0.00159 | 0.35563 | $2.6844 \mathrm{E}-09$ | 0.34982 | 0.008852 | $2.3120 \mathrm{E}-72$ | $8.47094 \mathrm{E}-72$ |

### 4.1.2 Actual crossing rate

Traffic distribution characteristic is used to obtain the actual crossing rate for same single machine data SD1, SD2, SD3, SD4, SD5, SD6 and SD7.

Table 4.2: Actual crossing rate for single machine data

| Level | SD1 | SD2 | SD3 | SD | SD5 | SD6 | SD7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.7 | 46 | 16 | 0 | 1 | 3 | 0 | 0 |
| 0.8 | 48 | 16 | 0 | 1 | 2 | 0 | 0 |
| 0.9 | 41 | 15 | 0 | 1 | 2 | 0 | 0 |
| 0.95 | 41 | 15 | 0 | 0 | 2 | 0 | 0 |

### 4.1.3 comparison of results method $A$

According to equation 8 error percentage is calculated as described in Table 4.3. This comparison is done for the single machine data analysis for using by the curve fitting tool.

Table 4.3: Single machine data - method A results comparison

| Sample <br> No: | Level | Actual <br> Level <br> Crossing <br> rate | Predicted Level <br> Crossing rate | Error |
| :--- | :---: | :---: | :---: | :--- |
| SD1 | 0.7 | 46 | 1.53702 | 96.65865 |
|  | 0.8 | 48 | 1.28393 | 97.32514 |
|  | 0.9 | 41 | 1.08521 | 97.35314 |
|  | 0.95 | 41 | 0.00159 | 99.99611 |
|  |  |  |  |  |
| SD2 | 0.7 | 16 | 0.92923 | 94.19234 |
|  | 0.8 | 16 | 0.62357 | 96.1027 |
|  | 0.9 | 15 | 0.42687 | 97.15421 |


|  | 0.95 | 15 | 0.35563 | 97.62911 |
| :---: | :---: | :---: | :---: | :---: |
| SD3 | 0.7 | 0 | $2.7264 \mathrm{E}-06$ | NaN |
|  | 0.8 | 0 | $1.5718 \mathrm{E}-07$ | NaN |
|  | 0.9 | 0 | $1.0140 \mathrm{E}-08$ | NaN |
|  | 0.95 | 0 | $2.6844 \mathrm{E}-09$ | NaN |
|  |  |  |  |  |
| SD4 | 0.7 | 1 | 0.07272 | 92.728 |
|  | 0.8 | 1 | 0.05226 | 94.774 |
|  | 0.9 | 1 | 0.04841 | 95.159 |
|  | 0.95 | 0 | 0.34982 | NaN |
|  |  |  |  |  |
|  | 0.7 | 3 | 0.12407 | 95.86437 |
|  | 0.8 | 2 | 0.01412 | 99.2938 |
|  | 0.9 | 2 | 0.01462 | 99.26915 |
|  | 0.95 | 2 | 0.00885 | 99.5574 |
| SD6 | 0.7 | 0 | 3.40442E-54 | NaN |
|  | 0.8 | 0 | 1.74523E-50 | NaN |
|  | 0.9 | 0 | $1.78991 \mathrm{E}-68$ | NaN |
|  | 0.95 | 0 | $2.3120 \mathrm{E}-72$ | NaN |
|  |  |  |  |  |
| SD7 | 0.7 | 0 | $1.2309 \mathrm{E}-54$ | NaN |
|  | 0.8 | 0 | 8.97974E-62 | NaN |
|  | 0.9 | 0 | $1.5305 \mathrm{E}-68$ | NaN |
|  | 0.95 | 0 | $8.47094 \mathrm{E}-72$ | NaN |

Average error for single machine data using by method A is $96.87 \%$. The error is usually very huge. Then method B is used for analysis of single machine data and extracted data from single machine data as up-link data and down-link data.

### 4.1.4 Method B: using Easy Fit software

Method B is analyzing data using Easy Fit software. Distributing fittings are considered as Pareto, Beta-Prime, Exponential and Normal distributing.

### 4.1.5 Predicted Level Crossing Rate

Table 4.4: Predicted results of Pareto distributing

| Predicted Level Crossing Rate |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pareto Distribution |  |  |  |  |  |  |  |  |
| Level | SD1 | SD2 | SD3 | SD4 | SD5 | SD6 | SD7 |  |
|  |  |  |  |  |  |  |  |  |
| 0.7 | 54.776 | 29.27 | 3.1358 | 0.86621 | 1.6296 | 0.44281 | 0.113127 |  |
| 0.8 | 52.473 | 28.741 | 2.6624 | 0.74107 | 1.5654 | 0.37621 | 0.096681 |  |
| 0.9 | 50.74 | 24.61 | 2.3045 | 0.64579 | 1.3675 | 0.32584 | 0.084171 |  |
| 0.95 | 50.028 | 22.918 | 1.1567 | 0.60625 | 1.0867 | 0.30503 | 0.078983 |  |

Table 4.5: Predicted results of Beta-Prime distributing

| Predicted Level Crossing Rate |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Beta-prime Distribution |  |  |  |  |  |  |  |  |
| Level | SD1 | SD2 | SD3 | SD4 | SD5 | SD6 | SD7 |  |
|  |  |  |  |  |  |  |  |  |
| 0.7 | 1.28266 | 3.045814 | 0.039483 | 0.76874 | 0.184434 | 0.084824 | 0.070252 |  |
| 0.8 | 1.075738 | 2.461568 | 0.032487 | 0.431696 | 0.158647 | 0.067994 | 0.055843 |  |
| 0.9 | 0.91851 | 2.029247 | 0.027245 | 0.252178 | 0.138758 | 0.055629 | 0.045325 |  |
| 0.95 | 0.853482 | 1.85398 | 0.0251 | 0.195253 | 0.130437 | 0.050642 | 0.041103 |  |

Table 4.6: Predicted results for Exponential distributing

| Predicted Level Crossing Rate |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Exponential Distribution |  |  |  |  |  |  |  |  |
| Level | SD1 | SD2 | SD3 | SD4 | SD5 | SD6 | SD7 |  |
|  |  |  |  |  |  |  |  |  |
| 0.7 | $3.25 \mathrm{E}-03$ | 1.222691952 | $4.00 \mathrm{E}-03$ | $3.56 \mathrm{E}-06$ | 0.001977263 | $2.99 \mathrm{E}-06$ | $3.69 \mathrm{E}-06$ |  |
| 0.8 | $1.72 \mathrm{E}-04$ | 0.425689507 | $6.05 \mathrm{E}-04$ | $7.07 \mathrm{E}-07$ | 0.000281201 | $2.11 \mathrm{E}-07$ | $3.76 \mathrm{E}-07$ |  |
| 0.9 | $9.07 \mathrm{E}-05$ | 0.148207041 | $9.16 \mathrm{E}-05$ | $1.40 \mathrm{E}-08$ | $3.99916 \mathrm{E}-05$ | $1.49 \mathrm{E}-08$ | $3.87 \mathrm{E}-08$ |  |
| 0.95 | $2.08 \mathrm{E}-06$ | 0.08744939 | $1.13 \mathrm{E}-06$ | $1.97 \mathrm{E}-10$ | $1.50815 \mathrm{E}-05$ | $1.25 \mathrm{E}-09$ | $3.87 \mathrm{E}-09$ |  |

Determined distributing fittings such as Pareto, Beta Prime, Exponential and Normal distributing are applied for uplink data which is extracted from single machine data.

Table 4.7: Predicted level crossing rate for uplink data (UD)

| Predicted Level Crossing Rate |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Pareto <br> Distribution |  | Beta-Prime <br> Distribution |  | Exponential distribution |  |  |
| Level | UD1 | UD2 | UD2 | UD3 | UD4 | UD5 |  |
| 0.7 | 1.049221 | 3.6893 | 1.107467734 | 0.18382 | 0.301796227 | $2.78 \mathrm{E}-03$ |  |
| 0.8 | 1.042276 | 3.117 | 0.698500095 | 0.15829 | 0.10497813 | $1.24 \mathrm{E}-04$ |  |
| 0.9 | 1.036968 | 0.6864 | 0.395947726 | 0.13858 | 0.036516056 | $5.57 \mathrm{E}-05$ |  |
| 0.95 | 1.03476 | 0.5091 | 0.273362905 | 0.13033 | 0.021536562 | $1.18 \mathrm{E}-06$ |  |

Table 4.8: Pareto distribution for downlink data (DD).

| Predicted Level Crossing Rate |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Pareto Distribution |  |  |  |  |
| Level | DD1 | DD2 | DD3 | DD4 |
| 0.7 | 22.3315 | 7.650685098 | 0.42721 | 0.543250244 |
| 0.8 | 18.8128 | 6.460795599 | 0.364 | 0.46423347 |
| 0.9 | 15.4329 | 5.56583051 | 0.31605 | 0.404132513 |
| 0.95 | 10.2761 | 5.197617532 | 0.29621 | 0.379213443 |

Table 4.9: Beta-Prime distribution for downlink data (DD)

| Predicted Level Crossing Rate |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: |
| Beta-Prime Distribution |  |  |  |  |
| Level | DD1 | DD2 | DD3 | DD4 |
| 0.7 | 10.74315028 | 2.315284467 | 0.170501828 | 0.456986633 |
| 0.8 | 9.610127427 | 1.870925215 | 0.146841776 | 0.39591464 |
| 0.9 | 6.51045355 | 1.54152209 | 0.128576042 | 0.348616426 |
| 0.95 | 4.469668785 | 1.407854026 | 0.120929385 | 0.328767772 |

Table 4.10: Exponential distribution for downlink data (DD)

| Predicted Level Crossing Rate |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Exponential Distribution |  |  |  |  |
| Level | DD1 | DD2 | DD3 | DD4 |
| 0.7 | $1.63 \mathrm{E}-04$ | 0.249391635 | $4.59031 \mathrm{E}-06$ | $1.85 \mathrm{E}-03$ |
| 0.8 | $6.72 \mathrm{E}-05$ | 0.346215139 | $3.15104 \mathrm{E}-07$ | $8.38 \mathrm{E}-04$ |
| 0.9 | $2.77 \mathrm{E}-06$ | 0.141118557 | $2.16305 \mathrm{E}-08$ | $3.79 \mathrm{E}-05$ |
| 0.95 | $5.61 \mathrm{E}-07$ | 0.090095514 | $5.66725 \mathrm{E}-09$ | $8.06 \mathrm{E}-06$ |

### 4.1.6 Actual Level Crossing rate

Actual crossing rate is discovered for single machine data, uplink data and downlink data.

Table 4.11: Actual level crossing rate for single machine data

| Actual Level Crossing Rate |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Level | SD1 | SD2 | SD3 | SD4 | SD5 | SD6 | SD7 |  |
| 0.7 | 46 | 16 | 5 | 1 | 3 | 0.3 | 0.4 |  |
| 0.8 | 48 | 16 | 3 | 1 | 2 | 0.3 | 0.2 |  |
| 0.9 | 41 | 15 | 2 | 1 | 2 | 0.2 | 0.2 |  |
| 0.95 | 41 | 15 | 1 | 0 | 2 | 0.2 | 0.2 |  |

Table 4.12: Actual level crossing rate for uplink data and down link data

| Level | UD1 | UD2 | DD1 | DD2 | DD3 | DD4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.7 | 4 | 3 | 34 | 13 | 1 | 1 |
| 0.8 | 3 | 3 | 30 | 15 | 1 | 1 |
| 0.9 | 1 | 1 | 18.5 | 15 | 1 | 1 |
| 0.95 | 0 | 1 | 14 | 15 | 1 | 1 |

### 4.1.7 Error Percentage

Table 4.13: Error percentage of Pareto distribution for single machine data

| Error Percentage \% |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pareto Distribution |  |  |  |  |  |  |  |
| Level | SD1 | SD 2 | SD 3 | SD 4 | SD 5 | SD 6 | SD 7 |
| 0.7 | 19.07826 | 82.9375 | 37.284 | 13.379 | 45.68 | 47.60333 | 71.71821 |
| 0.8 | 9.31875 | 79.63125 | 11.25333 | 25.893 | 21.73 | 25.40333 | 51.65956 |
| 0.9 | 23.7561 | 64.06667 | 15.225 | 35.421 | 31.625 | 62.92 | 57.91468 |
| 0.95 | 22.01951 | 52.78667 | 15.67 | NaN | 45.665 | 52.515 | 60.50832 |

Table 4.14: Error percentage of Beta-Prime distribution for single machine data

| Error Percentage \% |  |  |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | :---: | ---: | :---: | :---: | :---: |
| Beta-Prime Distribution |  |  |  |  |  |  |  |  |
| Level | SD 1 | SD 2 | SD 3 | SD 4 | SD 5 | SD 6 | SD 7 |  |
|  |  |  |  |  |  |  |  |  |
| 0.7 | 97.21161 | 80.96366 | 99.21034 | 23.126 | 93.8522 | 71.72522 | 82.43696 |  |
| 0.8 | 97.75888 | 84.6152 | 98.91709 | 56.83036 | 92.06764 | 77.33543 | 72.07843 |  |
| 0.9 | 97.75973 | 86.47169 | 98.63773 | 74.7822 | 93.0621 | 72.18553 | 77.33759 |  |
| 0.95 | 97.91834 | 87.64013 | 97.49001 | NaN | 93.47814 | 74.67889 | 79.4484 |  |

Table 4.15: Error percentage of Exponential distribution for single machine data

| Error Percentage \% |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Exponential Distribution |  |  |  |  |  |  |  |  |
| Level | SD 1 | SD 2 | SD 3 | SD 4 | SD 5 | SD 6 | SD 7 |  |
|  |  |  |  |  |  |  |  |  |
| 0.7 | 99.99293 | 92.35818 | 99.92008 | 99.99964 | 99.93409 | 99.999 | 99.99908 |  |
| 0.8 | 99.99964 | 97.33944 | 99.97983 | 99.99993 | 99.98594 | 99.99993 | 99.99981 |  |


| 0.9 | 99.99978 | 99.01195 | 99.99542 | 100 | 99.998 | 99.99999 | 99.99998 |
| :---: | ---: | ---: | ---: | :---: | ---: | ---: | ---: |
| 0.95 | 99.99999 | 99.417 | 99.99989 | NaN | 99.99925 | 100 | 100 |

Table 4.16: Error percentage of distributions for Uplink data

| Error Percentage \% |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Pareto Distribution |  | Beta-Prime <br> Distribution |  | Exponential <br> Distribution |  |  |
| Level | UD1 | UD 2 | UD 1 | UD 2 | UD 1 | UD 2 |  |
| 0.7 | 73.769475 | 22.976667 | 72.31331 | 93.87244 | 92.4551 | 99.9073 |  |
| 0.8 | 65.257467 | 3.9000000 | 76.71666 | 94.72352 | 96.5007 | 99.9959 |  |
| 0.9 | 3.6968 | 31.360000 | 60.40523 | 86.14154 | 96.3484 | 99.9944 |  |
| 0.95 | NaN | 49.090000 | NaN | 86.96661 | NaN | 99.9999 |  |

Table 4.17: Error percentage of Pareto distribution for Downlink data

| Error Percentage \% |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Pareto Distribution |  |  |  |  |
| Level | DD1 | DD 2 | DD 3 | DD 4 |
| 0.7 | 34.31888235 | 41.14857617 | 68.67495 | 57.279 |
| 0.8 | 37.29066667 | 56.92802934 | 11.07256 | 63.6 |
| 0.9 | 16.57891892 | 62.89446326 | 32.21127 | 68.395 |
| 0.95 | 26.59928571 | 65.34921645 | 50.01039 | 70.379 |

Table 4.18: Error percentage of Beta-Prime distribution for Downlink data

| Error Percentage \% |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Beta-Prime Distribution |  |  |  |  |
| Level | DD1 | DD2 | DD3 | DD4 |
| 0.7 | 68.40249918 | 82.19011948 | 82.9498172 | 95.81836987 |
| 0.8 | 67.96624191 | 87.52716523 | 85.31582239 | 96.54544197 |
| 0.9 | 64.80835919 | 89.72318607 | 87.14239577 | 97.09209601 |
| 0.95 | 68.07379439 | 90.6143065 | 87.9070615 | 97.31640067 |

Table 4.19: Error percentage of Exponential distribution for Downlink data

| Error Percentage \% |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Exponential Distribution |  |  |  |  |
| Level | Data1 | Data2 | Data3 | Data4 |
| 0.7 | 99.99951988 | 98.08160281 | 99.99954097 | 99.81481983 |
| 0.8 | 99.99977597 | 97.69189908 | 99.99996849 | 99.91621494 |
| 0.9 | 99.99998504 | 99.05920962 | 99.99999784 | 99.99620913 |
| 0.95 | 99.99999599 | 99.39936324 | 99.99999943 | 99.99919365 |

### 4.1.8 Average Error Percentage

Table 4.14 to Table 4.19 describes the error percentage of distributions when compared with its actual rate. These error shows how much it deviates from actual value. This obtained results will help to identify the most appropriate statistical model for analyzing traffic distributions. So Table 4.20 illustrates average error percentage of above results to make better decision.

Table 4.20 shows the average error percentage for above data samples.

| Sample Type | Average Error Percentage \% |  |  |
| :---: | :---: | :---: | :---: |
|  | Pareto Disribution | Beta-Prime Distribution | Exponential Distribution |
| Single Machine Data | 40.14963881 | 83.66738889 | 99.55291741 |
| Uplink Data | 37.20312371 | 80.11888042 | 86.28818602 |
| Downlink Data | 47.67063805 | 84.33706733 | 99.62233099 |

According to the error percentage can be determined the Pareto Distributing has the minimum error. So Pareto distributing is the best distributing fitting for all data. This back ground analysis is facilitated to determine the proper distributing fittings among the other distributing fittings.

## 4.2: Analysis for Institutional Data (ID)

As mention in chapter 3 background analysis is important to analyze the ID because to find feasible method to predict the traffic distributions in a link. After getting the result from background analysis further analyzing has been done for ID. Results of the analysis was attached to appendix B. Table 4.21, Table 4.22, Table 4.23 and Table 4.24 are results taken under 1 second, 6 seconds, 24 seconds and 288 seconds respectively.

## 4.3: Mean error histograms

Institutional data is analyzed and the result is tabulated with its error. This error is interpreted for three types of distributions within 1,6,24 and 288 seconds. Table 4.26 is described the mean error for according to obtained results. Figure 4.1, Figure 4.2, Figure 4.3 and Figure 4.4 are illustrated that mean error as histograms for all distributions.


Figure 4.1: Mean error at 1 second


Figure 4.2: Mean error at 6 second


Figure 4.3: Mean error at 24 second


Figure 4.4: Mean error at 288 second

Mean error histograms represent how is that error for distributions model exist. According to the mean error histograms they emphasized that the best PDF as the Pareto distribution due to having of very small error. Also it interprets the error for

Exponential distribution is significantly high. Table 4.25 presents the mode and median of mean error for distribution.

Table 4.21: Mode and Median for distribution

| Time <br> Slot <br> (seconds) | Pareto distribution |  | Beta-Prime Distribution |  | Exponential <br> distribution |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Mode | Median | Mode | Median | Mode | Median |
| 1 | 5.15 | 27.8751 | 54.2 | 50.3201 | 97.2 | 72.0923 |
| 6 | 27.4 | 43.997 | 28.6 | 57.7496 | 95.8 | 58.3409 |
| 24 | 45.3 | 41.8671 | 97.6 | 76.6803 | 98.3 | 82.9694 |
| 288 | 43.8 | 47.7522 | 89.3 | 66.4012 | 97.5 | 74.8648 |

The results which is loaded in Table 4.26 parameters such as mode and median for desired PDFs.


Figure 4.5: Mean error for three distributions within each time slots.

According to Figure 4.5 it shows that mean error is significantly less for Pareto distributing within the observed time period.

Furthermore, it has been analyzed the relationship between mean error and bandwidth.
Figure 4.6, Figure 4.7, Figure 4.8 and Figure 4.9 are described it.

## At 1 Second



Figure 4.6: Mean error Vs bandwidth for all distributions within 1 second.

At 6 second


Figure 4.7: Mean error Vs bandwidth for all distributions within 6 second


Figure 4.8: Mean error Vs bandwidth for all distributions within 24 second.

## At 288 sconds



Figure 4.9: Mean error Vs bandwidth for all distributions within 288 second.
As per the figure 4.6, 4.7,4.8 and 4.9 indicates the minimum mean error in the Pareto Distribution for bandwidth.So all these analyzes are verified the best distributing fitting as the Pareto Distributing statistical model when compared with other distributions such as Beta-Prime distribution and Exponential distribution.

## CHAPTER 05

## CONCLUSIONS AND FUTURE WORKS

According to the results discussed in chapter 4 Pareto Distribution shows the best results for analyzing of traffic distribution compared to the other two distributions such as Beta-Prime Distribution and Exponential Distribution.

These results are gained by analyzing of two data sets. One is done as the background analysis for single machine. That data sets contain one hour traffics. Also uplink and downlink data are extracted form single machine data with one-hour traffic. Basically for the analysis of these data sources the speed of the network is considered as the 100 Mbps . The best distribution as the Pareto Distribution is presented $29.6 \%$ average error. $82.6 \%$ and $95.1 \%$ average error is presented by Beta-Prime and Exponential Distribution respectively. So observed results are valid for this type of network.

Then analysis is done for Institutional data set which are collected from LEARN network. As mentioned in chapter 3 institutional data is taken under 1sec, $6 \mathrm{sec}, 24 \mathrm{sec}$ and 288 sec . According to the results shown in Table 4.26 and Figure 4.5 it clearly illustrates Pareto Distribution is the best distribution as it has minimum average error in different time scales compared to other two distributions.

According to [8] the Poisson process model was used for traffic modeling. But it ignored bursts completely due to focus on simplicity of analysis. But proposed statistical models for traffic distribution considered such characteristic of traffic distribution and derived the parameters on predicting traffic peaks. As reveal in [22] it has proved the model and estimation of packet traffic distribution for (Botswana International University of Science and Technology(BIUST) network based on Pareto distribution. Since that different networks provide traffic it's very essential to have various evaluation methods [39].

As a next step of this research observe the accuracy of these statistical models for predicting the traffic peak for high speed network like fiber link.
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