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Abstract 

 

The key concept of Complex Event Processing (CEP) is setting up accurate queries to pick 

up the important events. Since all CEP engines support SQL like queries, this rule setup 

requires some technical skills plus domain knowledge. The best solution to address this issue 

is to automate the query generation of CEP. Existing automated query generation 

methodologies are computationally expensive and are not fully automated processes. This 

study addresses the above two issues by proposing a shapelet based approach. This new 

approach is not computationally expensive, and it is a fully automated process with zero 

manual user intervention required. The proposed method uses the computationally efficient 

algorithm called Fast Shapelet Selection (FSS) algorithm. This FSS algorithm is used to 

extract the shapelets from data set. Then extracted shaplets are used to generate CEP queries. 

This proposed method can be used analyze to multivariant time series and this is more 

efficient than previously proposed shapelet based approaches. 
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1 CHAPTER 1:  INTRODUCTION 

1.1 Background 

 

With fast growing use of the electronics devices day by day, the requirement for the 

processing power of the computers is growing exponentially. Now smart devices 

have become very common and they share large volume of data all over the world. 

Since these smart devices came in to play, data flowing rates has rapidly increase and 

capturing, handling, preprocessing this data has become a huge challenge for 

humans. People are using different kind of technologies to mine such data and gather 

useful information.  

Data processing is one of the key concepts in current computer industry and 

processing streaming data is a challenging task in this context. Identifying and 

extracting valuable information from streaming data by processing efficiently is a 

much-needed requirement for every field. Complex Event Processing (CEP) is a 

technology used to process streaming data [1].  

1.2 Problem and Motivation  

Complex Event Processing (CEP) is based on user pre-defined rules and those rules 

are being used to identify the relationship between events and facts that are expected 

to be identified. In current CEP systems, those static rule sets need to be defined 

manually by domain experts. Defining such a rule set is very time-consuming task 

and it needs domain specific knowledge to define those rules. Thus, this is becoming 

a limiting factor to growth of the CEP systems. Accuracy and efficiency of each CEP 

system heavily depend on user defined rule set of the CEP system. Therefore, 

defining a correctly analyzed rule set is highly effective for the performance of the 

system . 

Different type of approaches has been proposed to reduce the complexity of the CEP 

rule setup. Some of the proposed approaches are semi-automated and mainly focused 
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to reduce the technical complexity when setting up the rules. Approaches proposed 

by Turchin et al [3], Mutschler et al [4] and Sen et al [5] can be considered as semi-

automated approaches. Margara et al [1,2], Mousheimish at al [6] and Navagamuwa 

et al [7] are proposed fully automated approaches for query generation. But those 

approaches are not computationally efficient and not scalable for large data set.    

Automating a rule defining process of the CEP is a novel research area and so far, 

has received very low attention. Instead of using static pre-defined rule set, If CEP 

system can adjust rule set dynamically based on past events and relationships 

between events and facts, users can save their time and effort that they need to put, in 

defining a rule set. 

1.3 Problem Statement 

 

The problem we are intending to address in this research can be stated as follows :  

How to identify a methodology to automate the CEP query generation for annotated 

multivariant time series without having domain related knowledge.   

 

1.4 Research Objective 

 

The main objective of this research is to implement a mechanism that has the 

capability to learn from past events, generate a CEP rule set dynamically and to 

provide implementation of such framework. This framework will define automated 

CEP rule generation process and identify the key sections of the process. Once the 

implementation is completed system will be evaluated with data sets used in previous 

research. 

Outcome of the research will generate a query like below while having correct 

filtering parameters. 

 

SELECT {*} WHERE { attribute1 < a and attribute2 ≤ b } 

WITHIN { time ≤ t1 and time ≤ t2 } 
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1.5 Scope of the Research 

Primary scope of this research is implementing an automated query generation 

system for CEP. The proposed system is based on the shaplet extraction methodology 

to generate CEP queries. In this study, unlabeled data is not considered for the scope 

and system doesn‟t support unlabeled data sets. Accuracy of the proposed system is 

measured by using the ESPER complex event processing engine. The proposed 

system doesn‟t evaluate against with other CEP engines. 

 

1.6 Research Contribution 

This study proposed a methodology to automate query generation for multivariate 

time series. The proposed system addresses the several short comes of the existing 

system have. The new system is a fully automated system manual user intervention is 

not required. Also, the proposed system is computationally efficient and scalable 

with large data set. Evaluation has been done with two data sets and obtained results 

proved that the accuracy, computationally efficiency and scalability of the system. 

1.7 Outline  

The remaining chapters of the report organized as follows. Chapter 2 discuss 

previous works done for the automate query generation of the CEP. This section also 

contains the discussion about the shapelet and different shapelet extraction 

algorithms. Chapter 3 discuss the methodology and implementation information 

about the proposed system. Chapter 4 contains information about the evaluation 

results. Final chapter contains conclusion and future work of the study.    
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2 CHAPTER 2: LITERATURE REVIEW 

 

This chapter provides details of what is complex event processing is, the history of 

Complex Event Processing (CEP), the terminology of complex event processing 

systems, their use cases and how important it is to automate rules. 

2.1 Complex Event Processing 

Complex Event Processing is a system which has the capability to trigger events 

based on predefined rule sets [1]. CEP is a system which has the capability to collect 

information from various sources, then process the collected information and 

produce the action based on the processed data. CEP is doing the opposite action 

what Database Management Systems (DBMS) are doing. DBMS is the system which 

keeps the data and runs the queries top of the data. CEP is a system which keeps the 

query and runs the data stream against queries. 

2.2 Automated Complex Event Generation     

 

CEP is a system which holds the queries and runs through the data stream as 

mentioned earlier. Thus, queries are playing a major role in CEP systems. A Query is 

building the relationship between attributes of the data stream and situation that 

expect to be identified. In order to write the queries for the given set of events, the 

user should have strong domain knowledge on the context which those events occur. 

Performance of the CEP system is totally depending on the accuracy of the queries. 

To build accurate queries for the CEP system, domain knowledge plus technical 

skills are required. This constraint becomes a restriction for the CEP system to be 

used in many domains since it is difficult to find people with domain and technical 

knowledge. Automating the query generation is the possible solution to overcome 

this problem. Section 2.2.1 discuss the several approaches that have been taken to 

automate query generation. In order to automate this process, different types of data 
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mining techniques and pattern recognition methodologies have been proposed. This 

section discusses the different complex event mining methods and relevant studies.  

 

2.2.1 Machine Learning Approaches 

 

Machine learning is studying and developing algorithms which have the capability to 

learn from data. In machine learning algorithm takes label data set as input and 

produce a set of rules as output. Depend on the nature of inputs machine learning 

tasks can be categorized into three sections. 

01 – Supervised Learning – Sample inputs and their desired output are provided to 

the algorithm. The algorithm will be learning rules which can be used to map given 

inputs to the output. 

02 – Unsupervised Learning – No labels are given for provided data set as inputs, the 

algorithm itself needs to learn rule set. 

03 – Reinforcement Learning - Algorithm is dynamically interacting with an 

environment without providing a label data set. 

Mostly used approach is using Machine Learning algorithms to extract patterns of 

the event stream. iCEP [2] , prediction correction algorithm [3], learning event 

detection  are examples for such systems. 

 

2.2.1.1 iCEP Framework 

 

iCEP [2] is an automated rule generation framework which is developed by using 

machine learning techniques to identify hidden causalities from the event data 

stream. iCEP is designed as a modularized system which contains several modules 

and each module is responsible to identify a specific characteristic of the events. 

Every module doesn't need to be deployed to every environment. By analyzing the 

situation users can decide what the required modules that need to be deployed are. 
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iCEP framework contains five modules and below describes the usage of each 

module. 

The methodology used for this research is to decompose the main problem into 

subproblems. To identify the event from the stream of events, they have decomposed 

events to subproblems and each subproblem is linked to one of each module.   

01 - Identify the relevant time frame to consider. [Window learner] 

02 - Identify the relevant attributes and event type. [Event and Attribute learner] 

03- Identify the predicate which selects the event. [Predicate learner] 

04- Identify the order of the events within the time frame. [Sequence learner] 

05- Identify the event which should not appear in the composite event. [Negation 

learner] 

iCEP is based on supervised machine learning technique and the user must provide 

the label data set to train the system. Inputs of the system are a series of event 

instances and each event instance is represented as a vector of attributes. As an 

output of the system, it produces a set of rules. 

Evaluation of the iCEP framework has been done by focusing on two major points. 

1. Quantitatively measure the accuracy of the generated rules. 

2. Evaluate how valuable the generated rules are.  

To evaluate the system, training and test data set for historical events have been 

synthetically generated. As the first step of the evaluation process, they have defined 

rule R and used rule R to identify composite events of the training data set. Then they 

split the training data set to positive and negative events. These events are considered 

as the input of the iCEP. Using these events iCEP infers the rule R*. To evaluate the 

performance of the iCEP quantitatively, the test data set is evaluated against rule R 

and rule R* is inferred. With this output Recall and Precision is calculated. 
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After evaluating iCEP quantitatively to measure accuracy, the system is evaluated 

subjectively as to how good the system is to generate the rule correctly. To evaluate 

the system subjectively, five matrices have been used.  

1. Type Matrix: Measure the number of primitive types available in rule R 

but not infer rule R* and vice versa. 

2. Window Matrix : Calculate the window size difference between in rule R 

and infer rule R*. 

3. Predicate Matrix: Calculate the interval size of each predicate in rule R 

and R*. 

4. Sequence Matrix: Measure the ordering constraint of each rule. 

5.  Negation Matrix:  Measure the number of negations appear in one of the 

rules without having other rules.  

With the small number of positive traces recall and precision of their algorithm is 

very low. With 700 positive traces, their algorithm was able to meet above 0.9 recall 

and precision. Accuracy of the result is decreased when the noise events are existing 

in the data set. Also result accuracy is decreased when negative events are selected 

by randomly. To overcome this issue, domain expert input is required when selecting 

negative events. But one year later they were able to come up with Associate Rule 

Mining based approach and that algorithm meet above 0.95 recall and precision with 

100 positive traces. 

2.2.1.2 iCEP – Association Rule Mining 

 

In order to address the accuracy issues of the iCEP [2], new implementation of iCEP 

[1] has been proposed with ruled based approach. General idea behind that new 

implementation is that, for each positive trace defines all the possible constraints and 

take the intersection of the constraints to define the rules. As and example, if we have 

two positive traces X@0Y@3Z@1 and X@0Y@3W@1. Following constrains can 

be defined for each positive trace. 
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Constrains of the X@0Y@3Z@1 -  

X – event X must occur , Y – event Y must occur , Z – event Z must occur 

X -> Y – event X should occur before the event Y 

Y -> Z – event Y should occur before the event Z 

X -> Z – event X should occur before the event Z 

Constrains of the X@0Y@3W@1-  

X – event X must occur , Y – event Y must occur , W – event W must occur 

X -> Y – event X should occur before the event Y 

Y -> W – event Y should occur before the event W 

X -> W – event X should occur before the event W 

When defining the rule, iCEP only consider the intersection of the above two 

constraints. Which means only following constraints are considered to infer rule. 

X – event X must occur  

Y – event Y must occur  

X -> Y – event X should occur before the event Y 

This is the simple concept of the iCEP [1] implementation. Architecture of the iCEP 

[1] is more similar to the architecture of the iCEP[2].  

In this approach also, if the positive trace count is less than 40, accuracy of the 

system is drop. When increasing the positive trace count, accuracy of the system also 

increases.      

2.2.1.3  Prediction Correction Algorithm 

 

In currently available CEP systems, rules are defined by the domain experts. For 

them, it is hard to identify to all the applicable rules, their combinations and to 

estimate values of the parameters. In order to address this problem, there should be 
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an intelligent framework which continuously monitors the events and corrects the 

rule parameters. Turchin et al [3]  proposed a solution to address this problem by 

combining knowledge of domain experts and machine learning techniques. They 

have developed an algorithm to identify and tune the parameters using Discrete 

Kalman Filter. 

The difference between the Magara et al [2] approach and this one is that in this 

paper proposed the mechanism which consists of two repetitive stages namely “Rule 

Parameter Prediction” and “Rule Parameter Correction”. In the first stage, the rule 

parameters are updated using available expert knowledge of the future event 

changes. In the second stage, the rule parameters are corrected using the available 

expertise feedback of the past event occurrence. 

When comparing this approach with iCEP [2] solution, there are two main 

drawbacks. This solution requires human intervention during the tuning phase of the 

algorithm. Also, this does not support negative queries as in iCEP [2]. 

2.2.2 Learning Event Detection rule with Hidden Markov Model 

 

Mutschler et al [4] proposed a Hidden Markov Model (HMM) based approach for 

automating the query generation. Each CEP rule engine has its own Event 

Description Language (EDL) and it is varying from natural language. So, it is error 

prone to setup EDL rules by a person who has less programming knowledge. In this 

research, they have tried to overcome this issue, which means to allow the domain 

expert to identify the correct triggering event and facilitate him to set up the 

identified event as an EDL rule without prior knowledge about EDL. In other words, 

they have tried to eliminate the Software Engineer role but keeping the domain 

expert role. Thus, this research is different from other automated CEP rule generation 

researches because other researches had tried to eliminate both Software Engineer 

and domain expert role. 

In this study, they have used an extended version of the HMM, which is called noise 
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Hidden Markov Model (nHMM). With this approach, the domain expert marks the 

event when a significant event occurred. The proposed system is capable to infer 

rules, based on nHMM model and then use them to identify similar events later. 

In this study, they have defined five types of events with a notation. Below described 

are those five events and this will be used in the next section when describing the 

event detection rule learning. 

Event: “Event is a significant incident that is signaled to the user.” [4]  

Target Event: “Target event is the event that is going to be modeled and it is denoted 

by $.” [4]   

Model Event: “An event that is part of the target event." [4] 

Noise Event: “An event that is not part of the target event.” [4]  

 

 

              Figure 2.1 Sample Event Sequence [4] 

As shown in Figure 2.1 the sample event sequence is „O1' and we assume that 

domain expert signals the correct point when the event occurs. Target event can be 

denoted as „*A*B*C', where symbol „*' represents the noise event and A, B, C 

represent the model events. If we need to find the event which has length k (k=3), we 

need to model an HMM that can learn the pattern from event data. HMM model is 

depicted in Figure 2.2. The states which are in the gray color are the noise states. 

According to Figure 2.2 start state can be transit noise state or state „A'. In the next 

step again, it can be transit to noise state or emission state. As a final step after 

emitting the event „C‟ and $, it can move to the starting state. Instead of having one 

large event to train the model,  we can have small event instances, such as O1, O2 and 

O3. Each training instance adjust the production probability of the model. With the 

explained method, they were able to train the model with the training data set. 
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As a summary, with this study, they have proposed an HMM based approach to 

automate query generation. But the proposed method is not a fully automated process 

as mentioned earlier. Domain expert inputs need when training the model.   

 

                      Figure 2.2 HMM for pattern ABC [4] 

2.2.3 Recommendation Based Pattern Recognition 

Recommendation based pattern recognition is another way to automate the query 

generation of the CEP. But again, this approach is not a fully automated process, and 

this can be considered as a semi-automated process. In the CEP system, defining new 

rules and updating the existing rules is a challenging task. Domain expert can 

provide a guideline when setting up the rules but cannot expect to provide all the 

required details. This recommender-based approach provides suggestions to the 

domain expert when setting the rule. 

 

2.2.3.1 Iterative Event Pattern Recommendation 

 

Sen et al [5] proposed a recommender-based pattern recommendation to semi-

automate the query generation. In this study, suggested methodology supports the 

domain expert to design new rules and identify the missing patterns. Based on the 
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architecture of the system, there are two ways to support the domain expert when 

creating the queries.  

01- Total or partial reuse of pattern 

02- Identify missing patterns 

If there is a total or partially matching pattern already exist in the pattern repository, 

then that can be reused when defining the new pattern. This pattern reuse consists of 

three steps.  

Step 01 – The domain expert defines a pattern artifact (PAn) which expects to find 

rule repository (R). 

Step 02 – Then system evaluate the pattern repository R and try to find the pattern 

artifact PAr, which is similar to PAn. All the findings ranked based on the distance and 

presented to the user. 

Step 03 – User can either select the entire pattern or part of the pattern. 

The second way to define the query is to identify the missing patterns. This also 

involves a three steps process. 

Step 01- – The domain experts defines a pattern artifact (PAm) which expects to find 

rule repository (R). 

Step 02 – Based on the user input, the system identify the pattern which contains the 

pattern artifact PArs that is similar to PAm. The system finds the patterns which are 

conceptually equal. Conceptual equal means that pattern structure is similar, but 

property values are different. 

Step 03 – The domain expert can select part of the system identified pattern and 

define a new one. 

As a summary of this study, they have proposed a semi-automated system to support 

the domain expert to setup CEP rules. This is not a fully automated system and user 

intervention is required.  

The proposed system is only evaluated against one domain, this needs to be further 

evaluated with different domains.   
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2.2.4 Shapelet Based Approach 

 

Shapelet is a subsequence of the time series. Shapelet is originally proposed for time 

series classification in 2009 [8]. This has become more popular in time series 

classification domain and many types of research were published relevant to 

shapelet. Since there is a direct link between events and time series, this time series 

primitive has been considered as an approach of CEP query generation. Section 

2.2.4.1 and 2.2.4.2 discuss the studies relevant to the shapelet based automate query 

generation. Section 2.3 discuss the shapelet and different shapelet extraction 

algorithm. 

 

2.2.4.1 autoCEPs 

 

autoCEP [6] is another automated query generation system which is based on 

shapelet extraction. This research can be considered as the first automated query 

generation approach which has been done based on shapelet extraction approach. 

autoCEP is designed as a two-phase system by using data mining techniques. The 

first phase of the system is responsible to learn historical trends and patterns and the 

second phase of the system is responsible to generate CEP queries by using identified 

historical trends and patterns. 

The first phase of the system generates shapelets for given classified time series. 

Classified time series needs to be given as input of the system. Maximum and 

minimum lengths of shapelets are optional parameters of the first phase. If prior 

knowledge available about the shapelet length, that can be used to optimize the 

performance of the system. If this information is not available default values are used 

for minimum and maximum lengths. 

Shapelet is a subsequence of the time series which is defined using the following 

three parameters. The distance between the time series and the shapelet is calculated 

by using Euclidean Distance. All the possible shapelets are generated for a given 

length.  
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𝑆 =  (𝑠, 𝛿, 𝑐𝑠) 

 𝑆 − 𝑆𝑎𝑝𝑒𝑙𝑒𝑡  

𝑠 − 𝑁𝑢𝑚𝑒𝑟𝑖𝑐 𝑇𝑖𝑚𝑒 𝑆𝑒𝑟𝑖𝑒𝑠 

𝛿 − 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑟𝑒𝑠𝑜𝑙𝑑 

𝑐𝑠 − 𝐶𝑙𝑎𝑠𝑠 𝑜𝑓 𝑡𝑒 𝑠𝑎𝑝𝑒𝑙𝑒𝑡  

𝑆 ≅ 𝑇 =  {
𝑡𝑟𝑢𝑒   𝑖𝑓 |𝑆, 𝑇|𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛  ≤  𝛿
𝑓𝑎𝑙𝑠𝑒                    𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

 

 

 

In the second phase of the autoCEP system, the identified shapelets are used to 

generate CEP queries. Generated CEP queries contain three main sections. The first 

section is there to identify the time frame, the second component contain the relevant 

events and final block contain the condition which is required to be satisfied in 

identifying the event. 

Within[window] {relevant events} where[conditions] 

 

When evaluating the performance of the system two main parameters have been 

considered. The first evaluation parameter is the „Exactitude' of the system and the 

second parameter of the system is that „Earliness of the predictions'. To calculate the 

correction of the algorithm f score has been used.   

 

To calculate the early prediction of the system, use the average percentage of time 

points needed to make the prediction. This is calculated by using the following 

formula. 
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D – Data set  

T – Time Series  

s  - Shapelet matched with T time series  

EMT – Earliest matching time 

The system is evaluated with the transportation process of Louver Museum [6]. 

During the transportation process of the artworks, they have measured the 

temperature variation and predicted the temperature values using embedded sensors. 

The user interaction of the autoCEP is optional. But results showed that domain 

expert interaction during shapelet learning period could speed up the process. During 

the shapelet learning process, maximum and minimum shapelet lengths need to be 

given as an additional two parameters. This will speed up the learning process of 

autoCEP. 

autoCEP introduced Predictive Analysis to CEP rule generation domain and Early 

Classification has been used as a data mining technique. In this research, they have 

only implemented a univariant time series. Also, they have done the theoretical level 

analysis for multivariate time series and how that can be used to extend autoCEP. In 

the real-world scenario univariant time series analysis is not enough for complex 

CEP rules. Performance of the system relies on user input of the shapelet length. 

 

2.2.4.2 Parallel Coordinates Based Automated Query Generation Approach 

 

The main drawback of autoCEP is that proposed shapelet based approach only works 

for univariant time series. In the real-world scenarios, most of the time series are 

multivariant time series. Since the proposed approach cannot be used to automate 

query generation practically. Navagamuwa et al [7] proposed a technique that 

combines parallel coordinate and shapelet based approach to automate query 

generation for multi-variant time series. In addition to this, they have provided a 

clustering approach if the data set is unlabeled.  
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The proposed system mainly consists of four components. Data Processor converts 

the input data (XML, CSV) set to into common format. This module has the 

capability to label the data set if it is not pre-annotated. If the labeled data set is 

available this process is not required and can be skipped by the user. If the data set is 

not annotated the Euclidean distances between each data point are calculated. Then 

calculated distances are passed to the OPTICS algorithm and data is annotated based 

on them. 

Shapelet generator is an important component of the system which is responsible to 

extract shapelets from the given data set. The first step of the shapelet extraction is to 

map multi-variant data set to parallel coordinates. Once the data is mapped to parallel 

coordinates all possible shapelets are extracted by varying window length (l). 

Extracted shapelet length is bounded to 1 < l < m. where „m‟ is the number of 

attributes of the data set. With this approach, there is no need to pass user input to 

identify the minimum and maximum shapelet length to the system as in [6].  

After extracting the all possible shapelets from the data set, the subset of shapelets 

need to be identified which represents the parallel coordinates. To identify the subset 

of shapelets Information Gain is calculated. Once the information gain is calculated, 

the shapelets are ranked on the descending order of the information gain. Then sorted 

shapelets are divided into subgroups and the shapelets which reside within the same 

subgroups are merged. Once the shapelets are merged, important shapelets have been 

extracted. 

They have implemented a visualizing module which visualize the extracted 

important shapelets. This is an optional module and the user has the capability to 

select the shapelets which need to be used for query generation. 

Query Generator is the final module of the proposed solution. Extracted shapelets 

need to be passed as an input parameter and module is responsible to generate the 

single query for each class. 

The system was evaluated using the two data sets. The recall and the precision of the 
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system are more promising when compared to the previous solutions. But again, the 

shapelet extraction time of the system depends on the length of the shapelets. The 

same drawback exists in autoCEP, which is not addressed in this study.    

Summary :  

During the literature review of the study, different approaches for automated query 

generation is evaluated. Most of the proposed solution is not fully automated and 

manual user intervention is required. Approaches discussed in Section 2.2.2 and 2.2.3 

are semi-automated approaches. In these studies, the objective was to reduce the 

complexity of the query setup by giving some insight to the domain expert. With 

those approaches, domain expert doesn‟t need to be aware of the technical side of the 

query language. But his insight about the domain needs to be used to generate the 

queries. Approaches suggested by Margara et al [1,2], atoCEP [6] and parallel 

coordinates-based approach [7] are fully automated solutions for query generation. 

Among these, the results of shapelet based approach are more promising than others. 

Only two studies have been done in the shapelet based domain. Considering the 

above reasons this study mainly focusses on shapelet based approach to find a more 

optimized solution for automated query generation. Starting from Section 2.3 study is 

mainly focused on Shapelets and different shapelet extraction algorithms to identify a 

suitable solution for implementation.      

2.3 Shapelet and Shapelet Extraction Algorithms  

Definition of the shapelet and mathematical representation of the shapelet is 

discussed in Section 2.3.1. During the last two decades, several shapelet extraction 

algorithms were proposed to extract best matching shapelets from the time series 

data set. Under Section 2.3 the different type of shapelets algorithms are discussed.  

2.3.1 Definition of the Shapelet 

Shapelet is a time series primitive which has been introduced to overcome the 

limitation of the time series classification [8]. Until shapelet has been introduced as a 
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new time series classification approach, the nearest neighbor algorithm was 

considered as the most accurate and robust approach for time series classification. To 

overcome the time and space complexity of the nearest neighbor algorithm, new time 

series primitive called shapelet has been introduced in [8]. According to the simple 

definition given in [8], shapelet is a subsequence of the time series. 

Definition: “ Given a time series T of length m, a subsequence S of T is a sampling 

of length l ≤ m of contiguous positions from T, that is, S = tp , ,tp+l-1 , for 1 ≤ p ≤ m –l 

+ 1. “ [8] 

2.3.2 Brute Force Algorithm  

Ye et al [8] proposed a brute force algorithm to extract shapelet from time series. 

Brute Force algorithm is the simplest algorithm to extract shapelets from Time 

Series. Along with data set D maximum and minimum length of the shapelets needs 

to be passed as input parameters. First of all, the algorithm generates all possible 

shapelets for given minimum and maximum lengths. Then the information gain for 

each candidate in the generated candidate list is calculated. Finally, the algorithm 

returns the candidate which is having the highest information gain.  

In this algorithm, it is required store all the possible candidates of the data set. 

Therefore, it is extremely space inefficient. If the data set size is „k' and the average 

length of the time series is „m', the size of the candidate set is O(m
2
k). Also, this 

algorithm needs to calculate information gain for each candidate. The time 

complexity of the information gain calculation is O(mk). The overall complexity of 

the algorithm is O(m
3
k

2
). Therefore, this brute force algorithm is very inefficient and 

cannot use for real-world scenarios.  

2.3.3 Shapelet Discovery Algorithms (FS)  

Mueen et al [10] proposed a new shapelet discovery algorithm which discovers the 

shapelet efficiently than brute force algorithm. This Fast Shapelet Discovery (FS) 

algorithm used two concepts to improve the performance of the shapelet extraction. 
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In this algorithm, they have proposed to use a caching structure for distance 

calculation for future use. The second concept was to prune low information gain 

candidates to reduce the number of calculation iteration of the shapelet discovery 

algorithm. Under Section 2.3.3.1 and 2.3.3.2 discuss the two approaches that have 

been used to reduce the calculation time complexity.    

2.3.3.1  Efficient Distance Calculation   

 

As depicted in Figure 2.3, if there are two subsequences Dj and Dk in data set D, in 

order to calculate the distance between two subsequences, we need to calculate the 

squared distance of each parallelogram. When considering the distance calculation of 

all the subsequence, this squared distance calculation needs to be repeated 

redundantly.    

 

Figure 2.3 Distance computation required between a pair of                         

subsequences [6] 

In [6] they have proposed an approach to reduce this redundancy calculation. For 

every pair of points (Dj, Dk) they have calculated the five arrays. 

Sx, Sy – The cumulative sum of the individual time series X and Y 

Sx
2, Sy

2 – The cumulative sum of the squared values. 

M[u,v] – This is a 2-D array. Which contains the sum of products of the different 

subsequence of x , y. 
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where t = abs(u − v) 

Mean, Variance and Euclidean distance can be calculated in constant time by using 

the above five arrays. Since values of the five arrays are calculated prior to the 

distance calculation, the redundant calculation can be omitted. 

 

2.3.3.2 Candidate Pruning  

 

Using this candidate pruning technique the number of iterations that need to be run to 

discover candidates are reduced. The basic concept behind this is that when it is 

known that the information gain of the given candidate is low; information gain of 

the candidate which is having a similar subsequence should be low. Therefore, 

expensive distance calculation can be avoided by identifying that type of candidates 

early.  

As a summary, this algorithm was proposed to address the inefficiencies of the Brute 

Force algorithm. As an optimization step, this algorithm precomputes enough 

statistics that are needed to calculate the distance in constant time. With this 

approach space complexity of the algorithm is increased. They have sacrificed some 

space complexity to reduce the time complexity considerably. This Fast Shapelet 

Selection algorithm improves the computational performance magnitude when 

compared to the Brute Force algorithm. Similar kind of Shapelet Discover 

Algorithms are proposed in [11] and [12]. 

The accuracy of algorithm is measured with different time series classification 

algorithms. According to the evaluation results, the highest accuracy is given by 1-
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NN Dynamic Time Warping algorithm. The proposed new algorithm is the second-

best algorithm when considering the classification accuracy. 

 

2.3.4 Shapelet Transformation Algorithm (ST) 

 

Hills et al [13] proposed another shapelet extraction algorithm. This is an extended 

version of the algorithm that is proposed in [8]. As a first step, for each time series in 

data set all the possible shapelets are extracted from min length to max length. Then 

all the subsequences are assessed, and the distances are calculated. All the 

subsequences are stored in an array with their calculated quality values. Then the 

shapelets are sorted based on their quality value. Then the self-similar shapelets are 

removed from the list. Then non-self-similar shapelets are merged with current best 

shapelets and the top k shapelets are retained. This algorithm does not retain all 

possible shapelets. Instead, it only retains the best k shapelets. With this approach, it 

reduces a large amount of space overhead. 

All algorithms proposed in [8, 10, 11, 12, 13] required minimum and maximum 

lengths of the shapelets as two parameters to extract all possible shapelets from time 

series data set. Length of the smallest subsequence and length of the longest 

subsequence are the two values that have been used as values of those two 

parameters. Hills et al [13] proposed an algorithm to get an estimated value for those 

two parameters. According to the proposed algorithm, ten number of time series are 

selected from the data set randomly. Then extract the best 10 candidates from given 

time series. In order to extract shapelets candidates from time series minimum length 

is passed as 3 and the maximum length is set to n. This algorithm is invoked 10 times 

to retrieve 100 best shapelets. Then shapelets are sorted by length. Length of the 25
th

 

shapelet is selected as the minimum length and length of the 75
th

 shapelet is selected 

as the maximum length.    

This is the extended version of the Brute Force algorithm. But this doesn't address 

the time complexity issue of BF algorithm. As same as the BF algorithm this is 
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generating all the possible candidates for given shapelet length. But the space 

complexity issue is addressed in this algorithm. This algorithm removes the self-

similar shapelets, then merge the shapelets and keep the best k shapelets based on the 

information gain. Because of the time complexity issue in this algorithm, it is 

difficult to use this algorithm in real-world scenarios.      

2.3.5 Learning Shapelet Algorithm (LS) 

 

All the shapelet finding algorithms discussed above are trying to find all possible 

shapelets from a given time series data set and then reduce the number of shapelets 

by calculating the distance and information gain. Grabock et al [14] propose a novel 

approach to extract shapelets from time series data set without evaluating all possible 

shapelets. Based on this new approach, the algorithm is capable to learn optimal 

shapelets without evaluating all possible shapelets. This new approach can be 

divided into two phases. 

1. Start with initial guesses for shapelets 

2. Iteratively evaluate and learn the shapelets by minimizing the classification 

loss function 

In this paper, they have used the logistic regression classification since it provides the 

capability to predict binary targets as probabilistic confidence. The evaluation results 

show that this algorithm is much faster than the Shapelet Transformation algorithm.    

2.3.6 Fast Shapelet Selection Algorithm (FSS)  

Ji et al [15] proposed an algorithm to optimize the shapelet extraction time without 

sacrificing the accuracy. Algorithms proposed in [13, 10, 16] nearly pick all possible 

candidates. Then try to reduce the distance calculation complexity using different 

methodology. But in the algorithm proposed in [15], they have reduced the number 

of shapelets picked in the first stage. Subclass splitting method has been used to 

reduce the number of shapelets. Then the algorithm identifies the Local Farthest 
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Deviation Points (LFDP) for sampled time series and selects the subsequence time 

series between two non-adjacent LFDP points as a shapelet. With this approach the 

number of shapelets extracted from the data set is reduced, thereby reducing the time 

complexity of the shapelet extraction process. Section 2.3.6.1 discuss the subclass 

splitting methodology and Section 2.3.6.2 discuss the Local Farthest Deviation 

Points (LFDP) identification methodology. 

2.3.6.1 Subclass Splitting  

Sequence in a given time series can only belong to a single class, but it can have 

different characteristics. This is called sub classing. Figure 2.4 depict sequence which 

contains two clearly identifiable subclasses. First step of the subclass splitting is to 

identify the pivot sequence. Picking a random sequence from the data set is the first 

option to identify the pivot sequence. But using a mathematically calculated pivot 

sequence can improve the accuracy of the classification. 

 

   Figure 2.4 Sequence which contains subclasses 

 

Assume there are 𝑛𝑐  time series in the given class and each sequence contains m 

attributes. 

𝑇 =  {𝑇1, 𝑇2, 𝑇3, … . . , 𝑇𝑗 , … . , 𝑇𝑚} 

𝑇𝑛 = *𝑇𝑛1
, 𝑇𝑛2

, 𝑇𝑛3
, … . , 𝑇𝑛𝑐

+ 

Sum up all the values of the T time series and calculate the sum value of the T time 
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series (Sum T).  

                𝑆𝑢𝑚 𝑇 = ∑ 𝑇𝑖
𝑚
𝑖=1                                       (01) 

The sum value of every time series can be calculated as below (Sum Tn). 

                                                           𝑆𝑢𝑚 𝑇𝑛  = ∑ 𝑆𝑢𝑚 𝑇𝑗
𝑐
𝑗=1                                  (02)   

 Then calculate the mean value of the entire Time Series and the Time Series which 

is close to the mean value consider as the pivot series.  

                                                          𝑀𝑒𝑎𝑛 𝑇𝑛 =  
𝑆𝑢𝑚 𝑇𝑛

𝑛𝑐
                                             (03)      

                                𝑎𝑟𝑔𝑀𝑖𝑛𝑖∈(1,2,…..,𝑛𝑐)(|𝑆𝑢𝑚 𝑇𝑖 − 𝑀𝑒𝑎𝑛𝑇𝑛
|)                           (04) 

 

After identifying the pivot series Euclidean distance can be calculated for each 

sequence in the class. Suppose 𝑇𝑐 = * 𝑐1, 𝑐2, 𝑐3, … . . , 𝑐𝑚+ is the pivot series of the 

class. Euclidean distance of the 𝑇𝑖 = * 𝑡1, 𝑡2, 𝑡3, … … , 𝑡𝑚+ can be calculated by using 

the following formula. Then sort the Euclidean distance values and calculate the 

adjacent discrepancies of the series.   

                                           𝑒𝑢𝑐 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √∑ (𝑡𝑗 − 𝑐𝑗)2𝑚
𝑗=1                               (05) 

Next, need to calculate standard deviation of the adjacent discrepancies. Calculated 

standard deviation is used to split the sequences in the class to sub classes.  

2.3.6.2 Piecewise Linear Representation (PLR) 

A time series can be represented in many forms such as Fourier Transform, Wavelets 

and Symbolic Mapping [17]. Piecewise Linear Representation (PLR) is another 

representation of a time Series [18]. Main concept of the representing a time Series in 

another form is to consider the main shape of the time series and discard the local 

details. There are many variations of the PLR been published. In this research, the 

Piecewise Linear Representation method based on Important Data Points [19] is 

used. 

As described above PLR is a representation of time series and segments of the time 
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series are identified based on fitting errors of the time series. Fitting distance of the 

time series is calculated by identifying the distance between fitting curve and time 

series. This distance can be calculated through Euclidean Distance, Orthogonal 

Distance or Vertical Distance [19]. Below equation is used to calculate the vertical 

distance between fitting curve and time series.  

Point one on line – (𝑡1, 𝑣1)         Point two on line – (𝑡2, 𝑣2) 

Point on fitting line - (𝑡0, 𝑣0) 

 

                  𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑑) =  |𝑣1 +
(𝑡0−𝑡1)∗(𝑣2−𝑣1)

(𝑡2−𝑡1)
− 𝑣0|              (06) 

 

 

                  Figure 2.5 Identify IDP Point [19]            

Figure 2.5 Depict raw data of the time series in blue color line and initial fitting 

curve in red line. If we take point 10, fitting distance between fitting curve and time 

series is 4. This is the maximum fitting distance of the fitting curve in red color. 

According to the definition 01. point 10 can be considered as an important data point. 

New fitting curve can be created by considering this IDP (point 10). New fitting 

curve is depicted in green line. 
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2.3.6.3  FSS Algorithm Evaluation 

There are two ways to reduce the time of the shapelet extraction process. The first 

approach is to reduce the evaluation time complexity. In [12] two speed up 

approaches has been introduced. Those are the Subsequence Distance Early Abandon 

(SDEA) and Admissible Entropy Pruning (AEP). The approach of the SDEA is that 

when the distance is larger than the current smallest value, a further calculation is 

stopped. The approach of the AEP means to “calculates the cheap-to-compute upper 

bound of the information gain and uses this to admissibly prune certain candidates” 

[20]. Another approach to reducing the time complexity is to reuse the calculation 

and pruning the search space [10].  

The second approach is to reduce the number of candidates. Setting the values for 

minimum and maximum length of shapelets can reduce the number of shapelets. 

Hills et al [13] proposed an algorithm to estimate the values for minimum and 

maximum length. This approach is discussed under „Shapelet Transformation 

Algorithm'. Another way to do this is to select the subsequences which contain one 

or more Important Data Points (IDP) [19]. Sampling the candidates from the data set 

is another way to reduce the number of candidates. Different sampling 

methodologies are proposed in [21, 22, 23]. 

SALSA-R [21] – This is a sampling-based algorithm which does not process all 

possible candidates. 

Random Shapelet (RS) [22] – This algorithm is based on randomization of the 

process. 

Generalized Random Shapelet Forest gRSF [23] – The algorithm built on using a 

random subset of shapelets for each decision trees [15].    

 In [15], the accuracy and performance of each shapelet extract algorithm are 

compared and evaluated. 12 data sets from the UEA and UCR Time Series 

Classification Repository [24] has been used for evaluation.   



 

27 

 

 

                     Figure 2.6 Accuracy comparison [15] 

To compare the accuracy between different algorithms, average accuracy rate and 

average accuracy rank have been used. Average accuracy rate and average rank are 

calculated as below. 

average accuracy rate= ∑accuracy rate of the method on each data set / number 

of data set 

average rank= ∑rank of the method on each data set / number of data set 

 

When evaluating the accuracy of FSS algorithm, out of 12 data sets FSS algorithm 

gives the highest accuracy for five data sets. According to the results, LS algorithm 

also given the highest accuracy rate for five data sets. The average accuracy rate of 

the FSS algorithm is higher than the average accuracy of the LS algorithm. Highest 

accuracy rate is given by the ST algorithm. But the time complexity of this algorithm 

is considerably high. Due to this reason, it is difficult to use ST algorithm in real-

world scenarios. FSS algorithm gives the second-best average accuracy rate. Based 

on the average accuracy rate calculation and average rank calculation, FSS algorithm 

gives the best accuracy among others. Running time comparison has been done for 

FSS, gRSF, FS, ST and LS algorithms. According to the running time evaluation FSS 

algorithm is significantly efficient than other algorithms.   
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Figure 2.7 Running Time Comparison (Seconds) [15] 

 

According to the evaluation results FSS algorithm outperforms the ST and LS 

algorithm comprehensively. 

Summary :  

Shapelet Transformation (ST) algorithm is the most prominent algorithm among the 

other shapelet extraction algorithms. Due to its higher accuracy, ST algorithm is 

considered as one of the best solutions for shapelet extraction. The time complexity 

of the ST algorithm is O(n
2
m

4
). Where n is the number of series and m is the series 

length. Its clear that when the size of the data set and the series length is increased, 

the running time of the ST algorithm is exponentially increased.   

To address the computational inefficiency of the Brute Force (BF) algorithm, Fast 

Shapelet (FS) algorithm was proposed. FS algorithm used the cache-based approach 

and pruning method to reduce the calculation complexity. The time complexity of the 

FS algorithm is O(nm
2
). This algorithm clearly reduces the time complexity when 

compared to the ST algorithm which is an extension of the BF algorithm. Running 

time gain of the FS algorithm can be clearly identified in Figure 2.7. But the 

accuracy of the FS algorithm is low when compared to the ST algorithm. According 

to the information available in Figure 2.6, the average accuracy of the FS algorithm 

is 0.777 and average accuracy of the ST algorithm is 0.864.  

Shapelet Learner (LS) algorithm is another shapelet extraction algorithm which was 
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proposed to reduce the time complexity. The time complexity of the LS algorithm is 

O(em
2
n

2
R

2
), where „e‟ is max no. of iteration, R is shapelet scale. The obtained 

results in Figure 2.7 shows that this algorithm couldn‟t reduce the time complexity 

considerably. Also, the average accuracy of the LS algorithm is low compared to the 

ST algorithm     

gRSF, RS and SALSA-R are several algorithms which were proposed to improve 

running time and accuracy. But none of them were able to achieve the accuracy that 

ST or FSS algorithms has achieved.  

FSS algorithm is the fastest algorithm among the others. Also obtained results show 

that FSS was able to achieve the second highest accuracy. This accuracy is very near 

to the accuracy of the ST algorithm. As a conclusion FSS algorithm is the best 

shapelet extraction algorithm both accuracy wise and time complexity wise.         

 

  



 

30 

 

3 CHAPTER 3: METHODOLOGY 

 

To Automate the query generating of the CEP from multivariant time series, a 

methodology which is based on Shaplets, Subclass Splitting and Piecewise Linear 

Representation is proposed. This chapter will discuss the detail implementation and 

methodology that has been used for implementation. 

3.1 High Level Design  

The system consists of two main components. First component is  „Shaplet Learner” 

which is responsible to generate shaplets by analyzing labeled data provided as input. 

Output of the Shaplet Learner module is a list of generated shaplets. Second 

component is “Query Generator”. Generated shaplets needs to be passed as input and 

Query Generator module return the generated quires based on the provided shaplets. 

This module will generate query for each class in data set. 

3.1.1 Shaplet Learner Module 

This is the main component of the system and accuracy of this component directly 

impact the outcome of the system. This module doesn‟t support any unlabeled data 

and handling the unsupervised data is not considered in this scope. Since labelled 

data set should be passed as input parameter of the system. System does support the 

„. arff‟ and „.csv‟ as input file formats. Fast Shaplet Selection (FSS) algorithm has 

been used to extract shaplets from data set. This FSS algorithm is computationally 

efficient. Time that needs to be spent to identify shaplets is largely reduced since this 

algorithm is used for Shaplet Learner. Shaplet extraction process can be divided into 

five main steps. 

Step 01: Select Pivot Time Series 

Step 02: Split Subclasses  

Step 03: Sample Time Series from Sub Classes 
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Step 04: Identify End Points 

Step 05: Generate Shaplet Candidates 

 

 

                   Figure 3.1 Steps of the Process                           

Step 01: Select Criteria Time Series 

As a first step of the FSS algorithm calculate the mean sum value of the given data 

set. If there are 𝑛𝑐 time series in one class and each sequence contains m attributes. 

𝑇 =  {𝑇1, 𝑇2, 𝑇3, … . . , 𝑇𝑗 , … . , 𝑇𝑚} 

𝑇𝑛 = *𝑇𝑛1
, 𝑇𝑛2

, 𝑇𝑛3
, … . , 𝑇𝑛𝑐

+ 

 

                                                  𝑆𝑢𝑚 𝑇 = ∑ 𝑇𝑖
𝑚
𝑖=1                                             (01) 

                                                   𝑆𝑢𝑚 𝑇𝑛  = ∑ 𝑆𝑢𝑚 𝑇𝑗
𝑐
𝑗=1                                  (02) 

By using the equations (01), (02) and (03) can obtain the mean sum value of each 

class. Then calculate difference between mean value and sum value of each time 

series. The time series which has minimum difference is selected as the pivot time 

series (04). 

                                                        𝑀𝑒𝑎𝑛 𝑇𝑛 =  
𝑆𝑢𝑚 𝑇𝑛

𝑛𝑐
                                            (03)      

                            𝑎𝑟𝑔𝑀𝑖𝑛𝑖∈(1,2,…..,𝑛𝑐)(|𝑆𝑢𝑚 𝑇𝑖 − 𝑀𝑒𝑎𝑛𝑇𝑛
|)                          (04) 

                                        𝑒𝑢𝑐 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √∑ (𝑡𝑗 −  𝑐𝑗)2𝑚
𝑗=1                           (05) 
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Step 02: Split Subclasses 

After identifying the pivot time series, Euclidean distance is calculated for each time 

series using formula (05). In Algorithm 3, code in line numbers 3-8 are used to 

calculate the Euclidean distance. Once the Euclidean distance calculation is 

completed, the time series is sorted based on the value of Euclidean distance. Line 9 

shows the distance value sorting. Then the adjacent discrepancy of each time series is 

calculated, and that value is used to calculate standard deviation. Lines 10-15 are 

used to calculate adjacent values and standard deviation. Calculated standard 

deviation is used to split the class in to sub classes. Lines 16-26 are used for subclass 

splitting  

 

       Algorithm 1 Sub Class Splitting Algorithm 
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Step 03 : Sample Time Series from Sub Classes 

Once the sub classes are identified we can select the sample time series from each 

sub classes. When sampling the time series, the time series which has minimum sum 

distance compared to other time series is selected as sample time series. At least one 

time series needs to be picked from each sub class in minimum. But we can increase 

the number of samples that we are selecting from each sub class. Selected time series 

are used to identify end points and generate shaplets. 

 

Step 04: Identify End Points 

After selecting the sample time series from sub classes PLR_IDP algorithm is used to 

identify end points of the sample series. These end points are called as Local Farthest 

Deviation Points (LFDP). To identify LFDP , the algorithm proposed by  C Ji et 

al.[4](Algorithm 2) is used. Algorithm is starting from first and last end points of the 

time series. Assume first and last points are the first two LFDP of the time series. 

Then calculate the fitting error ( vertical distance ) for each data point by using 

equation (06). Calculated fitting errors are used to define weight of the time series 

segment. Equation (07) is used to identify the weight of the segment. 

 

𝑤𝑒𝑖𝑔𝑡 = max (𝑑𝑖𝑠𝑡𝑠𝑢𝑚, 2 ∗ 𝑑𝑖𝑠𝑡𝑚𝑎𝑥)                        (07) 

 

𝑑𝑖𝑠𝑡𝑠𝑢𝑚 − Sum of the fitting errors of the all points in time series segment 

𝑑𝑖𝑠𝑡𝑚𝑎𝑥 − Maximum fitting error of the time series segment 

 

The points which are in time series segment to be considered as LFDP, two 

conditions need to be satisfied. 

 

- The point has the maximum fitting error ( distance) 

- The sub sequence which is point reside should have maximum weight   

 

As mentioned above start and end points are considered as starting LFDPs. Then a 
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recursive approach is used to identify LFDPs. During the recursive process sort the 

line segments by weights and identify the line segment which has maximum weight. 

Then evaluate all the points of the maximum weight line segment and identify the 

point which has maximum fitting error ( distance) as LFDP. Then LFDP identified 

line segment split into two-line segments. Add newly generated two-line segments to 

list which contains the information about line segments and remove the previously 

split line segment from the list. This recursive process continues until identify given 

number of LFDPs. Each iteration of the process identifies new LFDPs.   

                            

Step 05: Generate Shaplet Candidates 

 

Identified LFPDs use to generate the shaplets.  

 

 

       Algorithm 2 LFDPs Selection Algorithm [15] 
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3.1.2 Query Generator Module 

Once the shapelets are identified, shapelets are grouped by using the class value of 

the each shapelet. Single query is generated for each class value. When generating 

the queries, the minimum and maximum values of each attributes are identified, and 

those values are used to generate the queries.  
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4 CHAPTER 4: RESULTS AND ANALYSIS 

 

This chapter discusses the performance evaluation of the FSS algorithm-based CEP 

query generation approach. Section 4.1 discusses the evaluation result of the 

proposed algorithm. Section 4.2 compares the obtained results with previously 

implemented approaches. 

4.1 Evaluation of the Algorithm 

During the evaluation of the proposed system, the following two measures have been 

evaluated.  

01 – Total time for shapelet extraction. 

02 – Accuracy of the generated queries.  

4.1.1 Total Time for Shapelet Extraction   

Since the proposed methodology for automating the rule generation for CEP is a 

shapelet based approach, as first evaluation criteria, the total time spent for shapelet 

extraction is evaluated. As first step of the process, shapelets which are accurately 

representing the entire data set needs to be extracted from the data set. Accuracy of 

the generated queries totally depend on accuracy of the extracted shapelets. If the 

time complexity of shaplet extraction algorithm increase exponentially when the 

number of records increase in the data set, that algorithm cannot be used for a large 

data set. This is directly impacting the accuracy of the generated queries. During the 

evaluation of the shapelet extraction process, the running time of the shapelet 

extraction process against the volume of the training data set is evaluated. Also, the 

behavior of the running time when increasing the training data volume is evaluated. 

This is the key evaluation parameter of the entire system. Here the accuracy of the 

system against the labeled data set is evaluated. When evaluating the accuracy of the 

system following two  parameters has been considered.    
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- Precision 

- Recall 

- F1 Score 

 

 

                   Figure 4.1 Accuracy Evaluation 

 

Figure 4.1 depicts the system used for accuracy evaluation. As an input to the system, 

the labeled data set has been passed in. CEP engine contains the generated query 

which can be used to identify class A events. If the given input event is classified as a 

class A event by CEP engine, that event is returned as an identified event. If the CEP 

engine classified the event as a class B event, then CEP engine doesn‟t return the 

event as identified event. Table 4.1 explains the calculation performed to obtain 

recall, precision, false positive and false negative values.                          

                Table 4.1 Calculation Formula 

No of events in data set Z 

No of identified events P 

Recall ( q / x ) * 100 

Precision ( q / (q + r ) ) * 100 

False Positive R 

False Negative x – q 
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4.1.2 Data Set 

To evaluate the performance of the system two data sets have been used. These two 

data sets were taken from the UEA and UCR Time Series Classification Repository 

[24]. Table 4.2 contains information on „Occupancy Detection‟ data set and Table 4.3 

contains the information on „EEG-Eye State‟ data set.         

 

                 Table 4.2 Occupancy Detection Data Set 

No. of attributes 7 

Total number of events 8143 

No. of not occupied events 6414 (78%) 

No. of occupied events 1729 (22%) 

 

                  Table 4.3 EEG Eye State Data Set 

No. of attributes 15 

Total number of events 14980 

No. of not eye open events 8257 (55%) 

No. of eye close events 6723 (45%) 

 

4.1.3 Evaluation  

The proposed system uses the FSS shapelet extraction algorithm to extract shapelets 

from data set. Running time of the shapelet extraction algorithm is evaluated with 

different sizes of training data set. The evaluation was carried out in Java on an 

Intel(R) Core(TM) i5-6200U CPU @ 2.30Ghz CPU with 8GB memory. 
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                 Table 4.4 FSS algorithm Running Time 

Data Set No. of Instances Running Time (ms) 

Occupancy Detection  500 1533 

EEG Eye State  500 1765 

  

Evaluation results show that when the number of attributes in data set increase, time 

for the shapelet extraction also slightly increase. When the number of train events 

increases, shapelet extraction time also increase. Figure 4.2 shows that the running 

time of the shapelet extraction is not exponentially increased. 

 

Table 4.4 contains the benchmark values of the FSS shapelet extraction algorithm. 

Benchmark has been done using 500 instances and two data sets. This benchmark 

values are used to compare the running time of the  CEP query generate method 

proposed in Nawagamuwa et al [7]. 

 

 

             Figure 4.2 Running Time Comparison  
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Then accuracy is calculated for the two data sets by using the approach mentioned in 

Section 4.1.1. For the occupancy data set, 6797 events have been used as a training 

data set and 1345 events has been used as a test data set. Table 4.5 contains the 

accuracy calculation for occupancy data set. 

 

       Table 4.5 FSS - Occupancy Data Evaluation 

Event Metric Value 

 

 

 

Occupied 

No of occupied events in the dataset 447 

No of events detected using CEP 

query 

442 

Recall 99.549% 

Precision 0.98.881% 

F1 Score 0.9921 

False positives 2 events 

False negatives 3 events 

 

 

 

      Not Occupied  

No of occupied events in the dataset 898 

No of events detected using CEP 

query 

898 

Recall 100% 

Precision 75.209% 

F1 Score 0.8585 

False positives 296 events 

False negatives 0 events 

 

Table 4.6 contains the accuracy calculation of the EEG Eye State. 11984 events 

contained in the training data set and 2000 events contained in the test data set. 
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              Table 4.6 FSS-EEG Data Evaluation 

Event Metric Value 

 

 

 

Eye Open 

No of occupied events in the dataset 985 

No of events detected using CEP 

query 

884 

Recall 89.74% 

Precision 75.04% 

F1 Score 0.8173 

False positives 294 events 

False negatives 101 events 

 

 

 

       Eye Close  

No of occupied events in the dataset 1014 

No of events detected using CEP 

query 

883 

Recall 87.08% 

Precision 88.03% 

F1 Score 0.8755 

False positives 120 events 

False negatives 131 events 

 

4.2 Result Comparison  

To compare the accuracy and time complexity of the new approach, obtained results 

were compared with another shapelet based approach proposed in [7]. In the 

proposed method [7], the Shapelet Transformation (ST) algorithm is used to extract 

shapelets from data set. The result comparison between the new system and the 

system [7] has been done in two ways. Time complexity between the shapelet 

transform algorithm and the FSS algorithm has been compared to identify the most 

efficient algorithm. To do the more fare evaluation same training data sets has been 

used to calculate the time complexity of the shapelet transformation algorithm. 
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As explained in Section 4.1.3, 6797 and 11984 events have been used in two train 

data sets respectively. But this training data couldn‟t be used in the shapelet 

transformation algorithm since running time is exponentially increased for the ST 

algorithm. For ST algorithm time complexity is evaluated against the different size of 

training data set. 500, 1000, 1500 and 2000 are the different data set sizes that have 

been used to evaluate time complexity. Figure 4.3 shows that when the event count is 

increased running time of the ST algorithm is exponentially increased. It's clearly 

visible that the running time of the FSS algorithm is much better than the running 

time of the ST algorithm.  

Time complexity of the ST algorithm is O(n
2
m

4
), where n is number of event 

instances in data set and m is number of attributes in an event. When the number of 

attribute count is increased, the running time of the shapelet extraction algorithm is 

high. Shapelet extraction time of the ST algorithm is considerably high for EEG data 

set when compared to the Occupancy data set. Attribute count of the EEG data set is 

15 and 7 for occupancy data set. According to the evaluation result, when attribute 

count is increased running time of the ST algorithm increase exponentially. 

 

Table 4.7 Running Time (ms) Comparison between FSS and ST 

 

Algorithm 

 

Data Set 

No. of Events 

500  1000  1500  2000 

FSS Occupancy 1533 1674 2002 2251 

EEG 1765 1915 2037 2289 

ST Occupancy 20103 159798 623073 1048845 

EEG 266507 1254721 Not 

Calculated 

Not 

Calculated 

 

Table 4.7 clearly shows that FSS shapelet extraction algorithm outperforms the ST 

shapelet extraction algorithm. Also, the ST algorithm running time is increased when 

the number of attributes in the data set to increase.  
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Figure 4.3 ST Algorithm Running Time Comparison 

 

                   Table 4.8 Accuracy Comparison 

Metric FSS – Occupancy FSS – EEG ST - Occupancy ST -EEG 

Recall 99.549% 89.74% 98.28% 97.39% 

Precision 98.881% 75.04% 100.00% 100% 

 

Table 4.8 contains the accuracy comparison between shapelet based approach 

proposed in [15] and the new approach proposed in this paper. Recall of the FSS 

based solution for occupancy data is nearly 100%. ST based approach has also 

achieved the same recall percentage. Precision of the FSS algorithm is low when 

compared to the ST algorithm. During the evaluation, it has been noticed that when 

outliers exist in the data set accuracy of the output drastically reduced. Since outliers 

directly impacting the subclass splitting. Data preprocessing needs to be done before 

using the training data set. EEG data set contains the outlier data points and it was 

directly impacted to reduce the accuracy.  
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                Figure 4.4 Outlier of the EEG Data Set                  

In order to identify the sub classes of the system, mean value of the time series needs 

to be calculated. Mean value of the time series is calculated by using equation 

(1,2,3), that has been mentioned in Chapter 3. If the outliers exist as depicted in 

Figure 4.4, the mean value is directly impacted. In this example values of the outlier 

records are considerably large when compared to the other values. Therefore, the 

calculated mean value is not correctly representing the data set. Due to this issue 

number of subclasses identified by using mean and standard deviation is not correct. 

As an example, when the system runs with the outliers, 74 sub classes are identified. 

But when the system run without outliers, 992 sub classes are identified. Once the 

subclasses are identified, the sample time series form each subclass is picked. Since 

subclasses are not correctly identified, sample time series is not correctly 

representing the entire data set. This can be negatively impacting the accuracy of the 

generated queries.    

4.3 Result Summary 

Obtained results proved that the ST algorithm-based query generator is not suitable 

for large data set even though it shows high accuracy. When the data set contains 

higher number of attributes and large number of data volumes, ST algorithm cannot 

be used to extract shaplets. The proposed system in this study can be used for large 

data sets to generate queries as its running time doesn‟t increase exponentially. 

If the automated query generation system is implemented based on the shaplet 

approach, shaplet extraction algorithm play a key role of the system performance. 

The system accuracy and the running time heavily rely on the accuracy and time 

complexity of the shaplet extraction algorithm. In this study, this point has been 

considered and the FSS is selected as shaplet extraction algorithm. Evaluation results 
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show that FSS algorithm outperform the ST algorithm time complexity wise. But 

accuracy wise ST algorithm-based approach is little bit ahead when compared to the 

FSS algorithm-based approach.              
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5 CHAPTER 5: CONCLUSION AND FUTURE WORK 

  

5.1 Conclusion 

Writing queries for CEP is a challenging task and it requires the knowledge of the 

domain as well as technical skills to map that knowledge to CEP query language. 

Automating query generation of the CEP is the best solution to overcome this 

problem. 

During this study different approaches that have been proposed to solve this problem 

are evaluated. Those approaches have various drawbacks such as being domain 

specific, computationally inefficient, not supporting multi-variant time series and 

requiring manual user intervention in defining parameters. This study proposes a 

shapelet based approach to automate the query generation of the CEP. Many 

algorithms have been proposed for shapelets extraction and time series classification. 

During this study different type of shapelet extraction algorithms were evaluated and 

FSS shapelet extraction algorithm was selected for implementation. FSS shapelet 

extraction algorithm is the most efficient algorithm among other shapelet extraction 

algorithms based on the studies done so far.  

By using FSS as shapelet extraction algorithm, the issue of being computationally 

inefficient which exists in most of the proposed algorithms, is resolved. This shapelet 

extraction algorithm uses the subclass splitting approach and sample shapelets from 

each subclass. With this approach the number of shapelets which are extract from the 

data set is reduced. Since the number of shapelets is less, complex works that need to 

be done to calculate information gain is reduced. 

 

5.2 Future Work 

Since the proposed method is based on sampling shapelets from the data set, this 

method doesn't consider the interdependencies between two adjacent data points. 

Thus, this system cannot generate time window-based queries. Further study needs to 
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be done to consider the interdependencies between two adjacent data points when 

sampling the shapelets from the subclasses. The accuracy of the proposed system is 

directly impacted when outliers exist in the data set. A proper mechanism needs to be 

implemented to handle outliers before subclass splitting. 

According to the proposed approach shapelets are obtained by sampling the 

subclasses. Further analysis is needed to identify the sample size which improves the 

accuracy of the queries without increasing the calculation complexity. Chapter 4 

present the obtained results by using two data sets. Further evaluation needs to be 

done with different time series data set to benchmark the accuracy of the system. 
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