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ABSTRACT 

Diabetic ulcers are a major life-threatening complication among diabetic patients. The existing 

ulcer diagnosing practices depend on the visual examination of consultants. However, the 

precise manual diagnosing process is challenging since vision may vary upon the consultant, 

tedious and time-consuming. In the diagnosing process, the challenging task is to identify the 

infected areas and the severity of the ulcers.  

Accordingly, automatic locating and segmenting of ulcer boundaries and severity stage 

classification is of significant prominence. Yet a comprehensive computer-aided Wagner scale 

based severity stage classification system for diabetic foot ulcers is not available in the 

literature. Even though there are few automated solutions for segmenting and locating of ulcer 

boundaries available in the literature, they consist of various limitations.  

This research proposes solutions to automate two manual processes namely segmenting and 

locating ulcer boundaries and severity stage classification of diabetic ulcers. Here, a dataset of 

diabetic ulcers which consists of 2400 images was used for both tasks. Under the segmentation 

task, the process of instance-based diabetic ulcer segmentation was automated through the 

Mask-RCNN model. This solution could achieve 0.8605 of average precision value at 0.5 

thresholds of Intersection over Union (IoU) and 0.5023 mAP value at 0.5 to 0.95 by the step 

size of 0.05 Intersection over union (IoU) threshold with ResNet-101 backbone for the DFU 

segmentation task. 

In the meantime, an architecture to classify the severity stages of diabetic foot ulcers was 

implemented using DenseNet-201 pre-trained CNN architecture. In this approach, the 

classification head of the DenseNet-201 was removed and used the feature extraction head to 

extract the feature vectors. Then the feature reduction was done by applying a Global Average 

Pooling technique and used Singular Value Decomposition (SVD) as a further feature 

reduction technique. Additionally, SVD helps to optimize the memory consumption and 

processing time while preserving the accuracy of the proposed classification architecture. This 

proposed architecture could achieve an accuracy of over 96%.  
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1. INTRODUCTION 

1.1 Background 

Diabetes Mellitus can be introduced as one of the most pandemic and expansive 

chronic diseases [1]. The major intention behind this is the inability to utilize the 

insulin levels over a lengthy time period. Two different types of diabetes mellitus have 

defined namely type 1 and type 2. The inability of producing insulin is the leading 

cause of Type 1 diabetics and the type 2 diabetes effect due to the insulin resistance 

by the body cells or lack of insulin production by the pancreas. In the human body, 

insulin consent glucose to move from the blood into the liver, fat cells and muscles. 

Consequently, the imbalance of the quantity of insulin due to diabetic mellitus may 

lead to life-threatening complications such as cardiomyopathy, nephropathy, 

retinopathy, limb amputation, strokes, and neuropathy. Figure 1.1 indicates the 

complications of diabetes. 

 

Figure 1.1: Visualization of Diabetes Complications in Human Body [1]. 

According to the latest estimation, 415 million individuals are experiencing diabetes 

mellitus comprehensively, representing 12% of the entire population, and however, 1 

in 2 people stay undiscovered and untreated [2]. Figure 1.2 indicates the proliferation 
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of diabetes mellitus all over the world. Among the aforementioned complications of 

diabetic mellitus, Diabetic Neuropathy and Diabetic Foot Ulcers are the leading factors 

of limb amputation.  

 

 

 

 

 

 

 

 

 

Diabetic Foot Ulcer (DFU) is an open wound on the patient’s foot that does not heal 

on its own. Normally 15% of patients with diabetes will develop a diabetic foot ulcer 

in their lifetime [2]. There are different reasons for the proliferation of DFUs. Nerve 

damage is one of the reasons and as a result of this, the patient loses his/her feelings 

so the ulcers spread without any feelings. Changes in blood circulation are another 

reason and this leads to the development of ulcers and the problem of healing since it 

is harder for blood to reach the ulcer region. Deformation of feet is the other reason 

for occurring DFUs. The Wagner Scale is the most frequently used and stated as the 

gold standard in classifying DFUs. According to this scale, DFUs classify into 6 

severity stages as described in Table 1.1 and decide treatments according to the 

severity.  

Figure 1.2: Proliferation of Diabetes Mellitus [2]. 
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Figure 1.3: Visualization of Wagner Ulcer Grading Scale 

 

Table 1.1: Description of Wagner Scale  

Grade Description 

0 Don’t have open scratches but possibly will have cellulitis or deformity 

1 Superficial diabetic ulcer( partial or full thickness) 

2 Ulcer extension to ligament, tendon, joint capsule or deep fascia without 

abscess or osteomyelitis. 

3 Deep ulcer with abscess, osteomyelitis or joint sepsis 

4 Gangrene localized to a portion of forefoot or heel 

5 Extensive gangrenous involvement of the entire foot 
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Nowadays DFU management raises various types of questions on patients and 

caregivers. For instance, routinely diagnosing and controlling with essential guidelines 

for patients in self-management are required to anticipate critical complications and 

diminish the possibility of life-long conditions. 

The high amount of medical data that was collected during treatments has formed 

remarkable excitement in DFU care. Especially, image records afford a high influence 

to develop novel insights and disrupt the existing concerns on DFU care.  

Computer vision-based technologies are dynamically robotizing recent medical 

practices and comprise higher precision, productivity, and fulfillment. The fast 

advancement of digitized information securing, computer vision and machine learning, 

and AI arrangements are beneficial for replacing the areas that were already done 

physically and thought to be as it were beneath the organization of human specialists.  

1.2 Motivation for the Research 

This section discusses the several factors that motivate the research undertaken in this 

MSc study. There is a dearth of research on diabetic foot ulcer classification through 

deep learning techniques.  

When considering the current research arena, medical imaging broadly utilized for 

determination, treatment arranging, and surveying reaction to treatment in cutting edge 

pharmaceutical. As examples [3], [4] have used medical imaging for skin lesion 

analysis for melanoma detection, brain tumor classification and detection respectively.  

In the current medical practices, DFU evaluation is performed by manual examination 

and using traditional measurements such as width, height, color, etc. The manual DFU 

examination procedure is a complex and tedious one so the remaining burden of the 

restorative specialist increments essentially because of the number of patients taking 

an interest in population screening. Moreover, this process consists of another 

drawback such as wrong decision making based upon the different vision of different 

consultants, inaccuracy on traditional measurements, difficulties in making 

measurements with patients who have widespread DFUs, etc.  
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Diagnostic decision-making has generally included utilizing proof from the 

information of the patient with the combination of the involvement of the doctors for 

comparable cases. Such similar cases are identified by the clinical staff primarily based 

upon visual properties. 

Most of the diabetic patients are suffering from diabetic foot ulcers, but they do not 

care about DFUs at the early stages and do not make attention until the heavy growth 

of DFUs. The patients go untreated until later stages because they do not like to spend 

their time in long queues in hospitals. Such a patient can be remotely diagnosed and 

treated by these autonomous systems.   

1.3 Objective of the Research 

The purpose of this research is to investigate automatic approaches for diabetic foot 

ulcer detection and classification that can contribute towards improving diabetic foot 

management and subsequently, to develop an efficient system for diabetic foot ulcer 

analysis remotely. Basically, the proposed approach consists of two main tasks in DFU 

analysis as stated below.  

1. To develop an automatic DFU detection, segmentation, and boundary 

screening system using DFU imagery in order to visualize the proliferation of  

DFU.  

2. To develop an automatic DFU classification system in order to identify the 

most accurate severity stage of the ulcer.  

1.4 Research Methodology 

This study presents a novel automatic system for the segment and classification of 

diabetic foot ulcers. In this section, we briefly explain our methodology of the research 

work. As the initial step, we analyze the importance of the autonomous system for 

analyzing DFUs and its impact on the overall quality of diabetic care. Then we read 

on the related work conducted in the same disease (DFU) and the other different kinds 

of diseases. When studying their results and findings, we could identify the limitations. 

We identified the possible approaches to overcome those limitations and could obtain 
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more accurate solutions using the latest technologies. In order to achieve the objectives 

of this study, we implemented two automated approaches as summarized under Task 

1 and Task 2.  We use a dataset of 2400 ulcer imagery which is collected from DFU 

clinics in Sri Lanka and different online resources. We labeled the collected imagery 

with the help of a well-trained diabetic clinician. Moreover, we needed the 

corresponding annotations of DFUs for Task 1. Therefore we use an annotation tool 

[5] to do this and verify the annotated imagery with the assistance of the DFU clinician. 

Then we apply data pre-processing techniques to the dataset. After preprocessing, the 

dataset was divided into training and testing where the training set represents 80% and 

the test set represents 20% from the whole dataset.  Then we applied a few data 

augmentation techniques for the training dataset. 

Task 1: DFU Segmentation  

For this automation task, we use an existing instance-based segmentation model and 

do the fine-tuning of the model to obtain the best results specific to our dataset.  

Initially, for this task, we use the Mask – RCNN [6] model with the COCO dataset [7]. 

At that point, we tweak the hyperparameters to improve the outcomes from the model 

for our dataset. 

Task 2: DFU Classification  

In task 2, we utilize a convolutional neural network engineered from the DenseNet 

201[8] feature extractor paradigm together with a global average pooling (GAP) layer 

for the severity stage classification of diabetic foot ulcers. We use singular value 

decomposition (SVD) in order to reduce memory consumption and processing time 

while preserving the classification model performance. 
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1.5 Publications  

The approaches described in this dissertation has been presented in international 

conferences. Below is a list of three publications arising during the course of this MSc 

study. 

 H. Gamage, W. Wijesinghe, and I. Perera. Instance-based segmentation for 

boundary detection of neuropathic ulcers through Mask-RCNN. In 

International Conference on Artificial Neural Networks, pages 511–522. 

Springer, 2019.                                 

DOI: https://doi.org/10.1007/978-3-030-30493-5_49 

 

 H. Gamage, W. Wijesinghe, and I. Perera. Automatic Scoring of Diabetic foot 

Ulcers through Deep Convolutional Neural Network based Feature Extraction.  

In Bioinformatics and Bioengineering (BIBE) IEEE, 2019. 

DOI: https://doi.org/10.1109/BIBE.2019.00069 

 

 Isuru Wijesinghe, Chathurika Gamage, Indika Perera, Charith Chitraranjan, 

“A Smart Telemedicine System with Deep Learning to Manage Diabetic 

Retinopathy and Foot Ulcers”. In Mercon 2019.  (Collaborative research work 

) 

DOI: https://doi.org/10.1109/mercon.2019.8818682 
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1.6 Thesis Orientation  

This work sectioned in different chapters:  

Chapter 2 describes the different previous studies which are related to this study. 

Moreover, this presents an explanation of the theoretical backgrounds of the 

techniques that we use throughout this research study.   

Chapter 3 is to describe the proposed architecture in order to address Task 1 & 2, with 

details about its parts, the methods, and the techniques that were espoused and 

combined. Furthermore, this chapter discusses the datasets, preprocessing steps, 

performance measures used to explore the given problem. 

Chapter 4 focuses on the static analysis of methods, the feature selection process, the 

classification models and segmentation models.  

Chapter 5 is devoted to results obtained from this research work and discussion on 

results as well as the challenges that we faced during this work and practical 

possibilities to overcome those. 

Chapter 6 summarizes our findings and concludes the overall results by comparing it 

with other recently published works. Moreover, the final chapter discusses future 

research directions.   
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2. LITERATURE REVIEW  

2.1 Related Work 

2.1.1 Image Segmentation  

In computer vision, there are different techniques available for image analysis namely 

object detection, classification, and segmentation. The classification utilized to 

distinguish the class of the object and it doesn’t consider the detailed pixel-level 

structure of an image. Object detection utilized to distinguish both the class of the 

object and the spatial location.  Segmentation use to partition an image into coherent 

parts. In the segmentation process, there are two ways namely semantic segmentation 

and instance segmentation. Semantic segmentation does the partition of the image into 

meaningful parts and does the classification of each part into pre-determined classes. 

Instance segmentation is very similar to the semantic segmentation, but this has an 

improved feature to identify each pixel, the object instance it belongs to. 

 

Figure 2.1: Visualization of Differences in Classification, Object Detection, 

Semantic Segmentation, Instance Segmentation 

2.1.2 Conventional Medical Image Segmentation Approaches 

In the recent past, different segmentation techniques appeared in the literature for 

medical image processing. Many schemes and techniques have been developed by the 

researchers in order to detect and segment the ulcer imagery. In addition to the ulcer 

segmentation, we study the methods that use in some other applications such as 

boundary detection in angiograms of coronary, tumor detection and segmentation, 

heart segmentation and analysis of cardiac imagery, etc. Here onward we describe the 
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different segmentation approaches beneath four categories specifically, region-based 

methods, classifier methods, clustering methods, and deep learning methods.  

Region-Based Approaches 

Region-based image segmentation algorithms depend on the properties of the region 

and boundary of the instance. Here we examine most usually utilized two region-based 

methodologies to be specific region growing and thresholding. 

Region Growing 

Region-based segmentation is a method which split an image into homogeneous areas 

of neighboring pixels using homogeneity criteria among candidate sets of pixels. Every 

pixel in a region is similar with respect to some characteristics such as intensity, 

texture, color, etc [9]. 

The Pseudocode of the algorithm is as below  

Input (seed point) 

Region r = {seed point} 

While  r.neighbors != {} 

               For each voxel x in r.neighbors , if P(x,r) = true 

 Then add x to r 

 End While   

Return r 

According to the pseudocode initially, one or more seed points should be given 

manually. Then the selected seed point(s) are considered as exact regions. The regions 
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are grown with adjacent points of selected seed point(s) depending upon the given 

criteria.  

Perez et al. 2001 [10] propose an approach using the region's growing method for leg 

ulcer segmentation. The authors have considered the color property of the pixel to 

implement their approach. They have considered five color channels namely R, G, B, 

S and I from two color spaces of RGB and HSI.  Among these five color channels, 

only one channel which performs better result has chosen for segmentation. The 

selecting best color channel has been the most challenging task to them because of the 

different conditions of the imagery, so they have used a specific algorithm for this. A 

hybrid approach was proposed by Veredas et al. [11] for the classification of wound 

tissues by combining the Bayesian classifiers and neural networks. They have used the 

region-growing based algorithm for wound image segmentation.  

Filko.D et al. [12] have done a study on Detection, Reconstruction and Segmentation 

of Chronic Wounds Using Kinect v2 Sensor. At their pre-processing stage, they have 

used a region-growing based algorithm for wound image segmentation. 

The drawbacks of this method are the outputs of this method completely depends on 

the selection of seed point. Generally, the Seed point(s) is selected by the human, so 

this method highly depends upon the human vision. This technique makes a  gap within 

the extracted shape or delivered a detached region.  

Thresholding 

Thresholding is the simplest method in image segmentation and it is done based on an 

assumption that the images consist of regions with different gray levels [13]. İlkin et 

al. [14] have done a comparison of global histogram-based thresholding methods using 

an ulcer imagery dataset. They have considered five thresholding methods namely 

minimum error threshold, maximum entropy, simple threshold selection mean, simple 

threshold selection minimum, and Otsu's method for their comparison.  In order to 

analyze the performance, they have considered MSE(Mean Square Error), TE(Time 

elapsed), PSNR(Peak Signal-to-Noise Ratio) and CI(Correlation Index) metrics. 
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Based on the results obtained by the authors, prove that the most successful method is 

maximum entropy methods and Otsu’s thresholding for images with various 

properties. Figure 2.2 shows the results of the comparison.  Fraiwan L et al. [15] have 

done a feasibility study for diabetic foot ulcer mobile detection system using a 

smartphone thermal camera. In their study, they have applied the Otsu thresholding 

method for image segmentation at their pre-processing stage. In addition to the wound 

segmentation, we could find different thresholding approaches for medical image 

segmentation namely MRI brain image segmentation [16], Cancer image segmentation 

using Fuzzy Entropy with Level Set Algorithm, Diacom image segmentation using 

fuzzy thresholding [17]. 

 

Clustering Method 

Yadav et al. [18] have used clustering techniques with selected color space for chronic 

wound segmentation. In their study data were collected from a normal digital camera 

and initially they have applied a combined gray world and retinex method for color 

correction. After then a 5 x 5 median filtering has used for noise reduction and 

anisotropic diffusion has used for homogenization. The authors have selected Dr and 

Db chrominance channels of YDbDr color space by considering the comparison of 

fifteen color spaces based on mean contrast between the wound and non-wound 

regions. Then they segment the wound regions using two clustering techniques namely 

Figure 2.2: Results of [14] Comparison   
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fuzzy c-means and k-means on Dr and Db channels. The obtained accuracy for the Dr 

Channel using k-means is 74.39% and for the fuzzy c-means is 72.55%. The accuracies 

for the Db channel are 73.76% with k-means and 75.23% with fuzzy c-means. As the 

final conclusions, they have proven that the fuzzy c-means algorithm by applying for 

the Db channel provided a higher accuracy for wound segmentation.  

Paulo M. et al. [19] have done research work for dermatological ulcer segmentation 

using the clustering of color components. Initially, they have chosen HIS color space 

according to the previous literature. Therefore all the imagery in their dataset has 

converted into HIS color space. Then for each image, they have generated a hue-

saturation (HS) histogram. For each generated histograms, they have applied a color 

clustering technique using an expectation-maximization procedure based on a 

Gaussian model. After the color clustering, the selection of a set of clusters that 

represent the composition of ulcer tissues has done manually. The final ulcer area has 

calculated using an automatically convex hull deriving method in order to fill the 

residual gaps. They have used 172 imagery as their test set and have obtained a 0.56 

average Jaccard coefficient with a 0.22 standard deviation between computationally 

calculated ulcer area and the same region defined by a dermatologist manually.  

Dhane et al [20] have proposed a novel method for wound area detection using optical 

imagery. Their approach consists of a spectral approach for clustering, based on the 

affinity matrix. This method includes the construction of a similarity matrix of 

Laplacian based on the Ng-jorden Weiss algorithm. Initially, they have pre-processed 

the imagery for color homogenization. The first-order statistics filter has applied to 

extract spurious regions and the filter has selected by considering the performance and 

evaluation of four quality metrics. After the segmentation of the imagery through a 

spectral method, the segmented regions have post-processed using morphological 

operators. They have used ground-truth imagery labeled by the dermatologists to 

evaluate the segmentation results.  Furthermore, they have done a comparison of the 

segmentation results with the results of another two clustering methods namely k-

means and Fuzzy C-means. The size of their test dataset is 105images and have 

obtained the 86.73% accuracy and 89.54% sensitivity.  
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The drawbacks of the clustering approach are we cannot refer to special information, 

the number of clusters, the user should select the k value in the k-means algorithm, 

and sensitivity to outliers, noise, initial values.  

Deformable Methods 

Jones et al. [21]  propose level set-based methods and active contour-based methods 

in order to adaptively regularize the segmentation contour upon the existing manual 

delineation process. This research contains limitations, in particular, failures at dealing 

with the false edges and poorly defined wound boundaries, sensitivity to illumination 

conditions, and depend on the initial contour settings. 

Classification Methods 

Kolesnik et al. [22] propose an approach to segment wound area in an image using a 

3D color histogram-based SVM classifier. Their proposed method has shown a 25% 

increase in the performance compared to 5 segmentation methods namely Independent 

Sampling, Learning Vector Quantization, Vector Quantizer Design, Random Density 

Estimation, and Histogram Sampling.  

In order to determine the boundaries of the foot ulcer images, a cascaded two-stage 

Support Vector Machine architecture was proposed by Wang et al. [23]. They use a k 

number of binary SVM classifiers. In the training process, they use a different subset 

of the entire training dataset. Misclassified instances were collected at the first stage 

of training and another SVM classifier was trained using these misclassified samples 

at the second stage of training. In the feature extraction process, they extract different 

features such as texture, color, etc using different image processing techniques. They 

have applied PCA to the extracted feature vector for further reduction of the size of 

the vector. Approached average sensitivity is 73.3% and average specificity is 94.6% 

through this architecture. 

 Veredas et al. [24] propose Bayesian classifiers and neural networks-based approach 

to do the binary tissue classification on ulcer images. In their research work, the region 
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segmentation has done using a clustering-based approach which proposes a hybrid 

model as the combination of a region growing strategy mean shift procedure.  

2.1.3 Existing Software for DFU analysis 

According to the literature, for wound image analysis and monitoring, we found 

several existing software systems. “PictZar Digital Planimetry” [25],  Silhouette TM 

[26] by Aranz Medical, MOWA – Mobile Wound Analyzer[27], WITA by Filko et al. 

[28] are the examples for existing wound analysis software. All of the aforementioned 

systems have the ability to analyze the wound images, but they are still with the 

limitation of failure to automatic wound boundary detection. Therefore, the detection 

of wound boundaries is performed manually by system users. 

2.1.4 Recently proposed deep learning-based approaches for image 

segmentation  

There are different image segmentation algorithms available in the literature. In the 

past, rigid algorithms have been used in most cases, but they are less efficient 

compared to the deep learning algorithms because they heavily depend on human 

intervention and expertise. In section 2.1.2 I have described the usage and limitation 

of rigid algorithms for medical image segmentation. Deep learning architectures have 

been used in most of the modern image segmentation approaches because they require 

less human intervention and demonstrate a considerable performance.  

This section describes the intuition behind the state of the art approaches which have 

been used for object detection and segmentation tasks and evolution from one 

implementation to the next. Girshick et al. [29] have introduced R-CNN architecture 

for semantic segmentation and object detection. Initially, R-CNN generates 2000 ROIs 

(Region of Interest) using a selective search algorithm. After then perform the 

classification through CNN for each and every ROI. Finally, it uses FC (Fully 

Connected) layers to classify and refine the bounding boxes. This architecture consists 

of drawbacks such as it’s training time consumption is very high since it has to classify 

2000 ROIs per image, the selective search algorithm is a fixed algorithm so then we 

cannot verify the accuracy of a generation of ROIs. 
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Girshick et al. [30] have proposed the improved architecture of R-CNN called Fast-

RCNN. In this architecture, they have feed the image directly to the CNN feature 

extractor and also they have externally used regional proposal methods in order to 

create ROIs. After then they have combined the feature maps and the corresponding 

ROIs to create the patches for object detection. ROI pooling has been used to wrap the 

patches into a fixed size. These patches have fed to the FC layers in order to perform 

the classification and the localization. This architecture faster than the [29] because no 

need to feed the 2000 ROIs to CNN every time and the CNN operation is carried out 

only once per image and a feature map is generated from it. 

Girshick et al. [31] have proposed the improved architecture of Fast-RCNN called 

Faster-RCNN. This architecture is very similar to the [30], but this uses a separate 

network to predict ROIs instead of a fixed algorithm(selective search). This 

architecture is faster than the [29] & [30]. 

K. He et al. [32] have proposed a technique for instance based segmentation called 

Mask-RCNN. This architecture is based on Faster-RCNN architecture. Faster-RCNN 

architecture is a combination of a CNN backbone network and a regional proposal 

network (RPN). This model has two outputs namely an anchor box for the object 

region and the class label. Mask-RCNN provides an additional object mask as an 

output that supports to perform the object segmentation more precisely. 

Goyal et al. [33] propose an automatic technique for diabetic wounds segmentation 

through deep learning. The fully convolutional network based on two-tier transfer 

learning has used in their proposed architecture. In the first tire, they have used  

ImageNet dataset in order to train the FCNs. In the second tire, the Pascal VOC 

segmentation dataset has used to train the FCNs. FCN-AlexNet, FCN-32s, FCN-16s, 

and FCN-8s have used as the different transfer learning models. FCN-16s has 

identified as the best performer out of these models. Moreover, the model has achieved 

the Dice Similarity Coefficient for ulcer region of 0.794, DSC for the surrounding skin 

region of 0.851, and DSC for the combination of both regions of 0.899 with the 5-fold 
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cross-validation. However, this architecture has the limitation of fails to detect 

multiple wound instances in the image.  

 

                     Figure 2.3: Architecture of Goyal et al. Proposed method [33] 

Wang et al.[34] proposes a deep convolutional neural network-based approach for 

automatic wound segmentation. Additionally, they have analyzed the wound surface 

too. In the automatic wound segmentation task, they propose an end to end styled 

encoder-decoder deep convolutional neural network architecture as shown in Figure 

2.4. The model has achieved 47.3% of mean IoU and 95% of pixel accuracy. The 

limitation of this architecture is the traditional FCN has no ability to separate multiple 

objects with a similar class (not instance aware) since this architecture only facilitates 

to differentiate similar pixels into a single instance. 

 

Figure 2.4: Architecture of Wang et al.s’ proposed system[34] 
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Xiaohui et al. [35] propose a deep convolutional neural network architecture -based 

framework for wound segmentation as shown in Figure 2.5. The proposed framework 

consists of three modules that facilitate data augmentation, segmentation, and post-

processing.  Flip, zoom, rotate, and translation was used as the augmentation 

techniques to avoid the overfitting problem. They have used MobileNet pre-trained 

architecture with three different mediums of channels as backbones. They have 

obtained the highest mIoU of 84.60% for MobileNet×0.75-fcn16.  

 

Figure 2.5: Architecture of Xiaohui et al s’ research work [35] 
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In addition to wound segmentation, we found novel approaches to medical image 

segmentation through deep learning methods.  

Ronneberger et al. [36] have published a novel CNN architecture to analyze medical 

imagery. They introduce a combination of an equal amount of encoder network layers 

and decoder network layers in their proposed architecture. They use three different 

tasks namely segmentation of neuronal structures in electron microscopic recordings, 

HeLa cells on a flat glass recorded by differential interference contrast (DIC) 

microscopy, a cell segmentation task in light microscopic images for testing the 

proposed architecture. This model has achieved the mean average precision over 

77.5%.  Brosch et al. [37] propose an approach for white matter lesions segmentation 

in brain MRI based on U-Net like architecture. Recurrent Neural Network (RNN) have 

used in several medical image segmentation tasks.  Yuanpu et al. [38] have proposed 

spatial clockwork RNN based architecture to segment Muscle Perimysium. This 

research has evaluated using 348 H&E stained skeletal muscle microscopy imagery 

and they have obtained 0.842 of average IoU.  

Deep neural network-based architecture in order to segment the brain tumors has 

proposed by Havaei et al. [39]. They have used a cascade CNN architecture that 

exploits both local features and more global contextual features. Furthermore, this 

architecture consists of a final layer that is a convolutional implementation of a fully 

connected layer that allows a 40 fold speed up. They have used a two-phase training 

procedure which allows tackling difficulties related to the imbalance of tumor labels. 

They have used the MRI image dataset from the BRATS-2012 challenge and they 

could achieve over 0.80 Dice Similarity Coefficient. 

Whitehead et.al. [40] have proposed a deep learning-based architecture which uses a 

series of four pixel-wise segmentation network to segment the spinal cord. Each 

network in the series segments MR images at different scale and the results from one 

network are fed into the next network in the series. Each network uses both the original 

image and the results from the previous network to produce better segmentation 
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results. They have used the UCLA Radiology Pictures and Communication (PACS) 

database for their experiments and they could achieve a Dice score of 0.865. 

2.1.5 Image Classification Methods 

Goyal et al. [41] propose a deep convolutional neural network for the Diabetic Foot 

Ulcers classification. However, this automated system limits to binary classification to 

classify as abnormal skin (skin with diabetic ulcers) and normal skin (healthy skin). 

The system has been implemented with its own custom convolution network 

architecture called DFUNet and the model achieved a 0.961 AUC score. The 

initialization layer inspired by GoogleLeNet, parallel convolution layers to 

discriminate the DFU more effectively than the previous network layer and both fully 

connected layers and a softmax-based output classifier are the main three section 

which appears in this architecture.  

There is no research work available in the current literature for Diabetic Foot Ulcer 

(DFU) classification into severity stages. But we found different deep learning-based 

architectures that have used in medical image classification tasks and few of them are 

described below.  

Dorj et.al. [42]  propose a deep learning-based architecture to classify skin cancers 

through imagery. In their architecture, they have used the combination of a pre-trained 

AlexNet convolutional neural network and an ECOC SVM classifier. They have 

extracted the features of imagery from the AlexNet and have fed into ECOC SVM to 

do the classification. They have done their experiments using a 3753 image dataset 

and they could achieve over 91.8% accuracy.  

Thambavita et.al. [43] propose an approach to the classification of the anomalies in 

the gastrointestinal tract based on deep convolutional neural networks. Their proposed 

architecture is an ensemble of pre-trained ResNet-152 and Densenet-101. They have 

used four thousand imagery dataset which belongs to eight classes and they could 

achieve 95.08% accuracy.  
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Mateen et al. [44] propose an approach to the classification of fundus images using a 

deep learning-based architecture. In their architecture they have used the Gaussian 

mixture model for region segmentation, VGG 19 pre-trained architecture as the high 

dimensional feature extractor, PCA and SVD  as feature reduction techniques, and 

softmax layer as fundus image classifier. They have used the KAGGLE fundus image 

dataset which contains 35126 fundus images in their experiments and has achieved the 

classification accuracy over 92.21%.  

Zhane et al. [45] have proposed a deep convolutional neural network-based solution 

to classify gastric precancerous disease namely polyp, erosion and ulcer. They have 

introduced fire modules from SqueezeNet to reduce the model size and parameters 

while improving the speed. They have proposed iterative reinforced learning methods 

in order to maintain the classification accuracy with fewer parameters. Initially, they 

have trained their model from scratch and then they have applied iterative reinforced 

learning for fine-tune the hyperparameters. After then they have considered the 

modified model as a pre-trained model for the next training phase. In their 

experiments, they have used 1331 imagery and they have obtained 88.90% of 

classification accuracy.  

Nawaz et al. [46] propose a deep CNN based approach for breast cancer classification. 

Their classification consists of two stages including malignant and begins 

classification and subtypes classification for both cases. Subtypes of malignant breast 

tumors are Lobular carcinoma (LC), Ductal carcinoma (DC), Papillary carcinoma (PC) 

and Mucinous carcinoma (MC) and the subtypes of begin tumors are Fibroadenoma 

(F), Adenosis (A), Tubular adenoma (TA) and Phyllodes tumor (PT).  In order to do 

the classification, they have used DenseNet based CNN architecture with transfer 

learning. For their experiments, they have used a 7909 image dataset and they have 

achieved 95.4% accuracy in the multi-class breast cancer classification task. 

2.2 Convolutional Neural Network 

This is an architectural wise improvement of an artificial neural network. Most 

frequently it has been used for image analysis and has been exposed to a good 
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performance in classification and segmentation tasks. Recently, medical image 

analysis groups use CNNs and other deep learning algorithms in a wide range of 

applications, and remarkable outcomes are advancing persistently. Basically, a CNN 

can be separated into two parts namely feature extraction and the classification as 

shown in Figure 2.6. 

 

Figure 2.6: Traditional CNN Architecture 

2.2.1 Feed-Forward Neural Network  Vs Convolutional Neural Network 

 

Figure 2.7: Down Sampling 

Assume that there is an RGB image with a size of 224 x 224. In this case, the input 

layer of the neural network will require 224 x 224 x 3 = 100,352 neurons. This is 

computationally ineffective. Therefore the input tensor dimension can be reduced to 1 

x 1 x 1000 (this is called downsampling) by applying the convolutional operation. 
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Therefore, 1000 neurons will require in the input layer of the feed-forward neural 

network. 

2.2.2 Convolution Operation  

First, overlap the kernel to the input map and do the element-wise multiplication and 

add the result. Figure 2.8 shows the convolution operation in between a 6x6 input map 

and 3 x 3 kernel and it outputs a 4 x 4 feature map. Figure 2.9 shows the next 

convolution operation by moving the kernel according to the value of stride. Similarly, 

the need to perform the convolution operation for the entire input map. 

 

Figure 2.8: Initial Convolutional Operation  

 

 

Figure 2.9: Convolution operation after moving by a stride 
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2.2.3 Input Layer  

This layer consists of data of the image. Generally, RGB image data is denoted by a 

three-dimensional matrix since it has three color channels. Therefore it needs to be 

reshaped into a vector. If the dimension of the image is 100 x 100 x 3 then it will be 

converted into 30000 x 1 and if the batch size is n, the size of the input matrix will be 

(30000, n). 

2.2.4 Convolution Layer 

The role of this can be defined as a feature extractor since it extracts the features from 

the image. In this process, a kernel slides over the image and performs the convolution 

operation (calculate the dot product between the kernel and the respective field which 

has the same dimension as the kernel) at each location. The size of the kernel and the 

stride are hyperparameters and can be predefined and can be different for each 

convolution layer. The output from the convolutional operation will be feed into and 

activation layer because without the activation function the whole network would be a 

series of linear operations, which could be replaced by a single linear operation. In the 

real-world, most tasks are non-linear so a linear algorithm will not be sufficient to 

solve such tasks in a satisfactory manner. Most commonly used activation function is 

ReLU activation which behaved according to the f(x) = MAX(zero,input) function. In 

simply this function converts the negative input values into zeros.  This function gives 

a solution to vanishing gradient problem which has to face while training the network 

using gradient-based algorithms. 

2.2.5 Dropout Layer  

The dropout layer is very useful when adhering to the overfitting problem even though 

this layer is not a part of traditional CNN architecture. This layer forces the network 

to be redundant by dropping out a random set of activations in that layer. It means that 

the network should have the ability for accurate classification even though some 

activations have been dropout so through this it proves that the network is not too fitted 

on training data.  
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2.2.6 Pooling Layer 

Reduce the spatial volume of the feature map which is an output of the convolution 

layer is the major purpose of applying the pooling layer. This layer helps to decrease 

the computational power required to process the data through dimensionality reduction 

and helps to effectively train the model by extracting the dominant features which are 

rational and positional invariant. There are four pooling methods namely max-pooling, 

min-pooling, average pooling, and global average pooling. Max pooling considers the 

max value from the image portion covered by the kernel region. Min pooling considers 

the min value from the image portion covered by the kernel region. Average pooling 

considers the average value from the image portion covered by the kernel region. A 

visualization of max, min, and average pooling is as in Figure 2.10. Until the 

satisfactory level of detail, extraction has been achieved these operations are cascaded 

in layers.  

The most commonly used pooling method is Max pooling because it performs as a 

Noise Suppressant. It has the ability to discard the noisy activations and performs de-

noising along with dimensionality reduction. 

 

Figure 2.10: Visualisation of min, max, and average pooling 

Global Average Pooling: Global Average Pooling (GAP) is a pooling method that 

averages all the features within a feature map. Moreover, a given feature map with 

dimension h x w x d reduced into 1 x 1 x d through GAP. The GAP layer helps to 
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minimize overfitting problem by reducing the number of learnable parameters in the 

model. And also used to reduce the spatial dimensions of an n-dimensional tensor. 

Figure 2.11 shows an example of a feature map with 7 x 7 x 1024 reduces into 1 x 1 x 

1024 through GAP. 

 

Figure 2.11: Global Average Pooling 

 

2.2.7 Fully Connected Layer 

This layer is a traditional neural network that takes the output from the previous layer 

(Conv layer /pooling layer) as the input and learns non-linear combinations of the high-

level features. This layer facilitates to identify which features are present and how they 

are oriented in the image by using the local features that have been extracted from the 

first part of the network.   

2.2.8 Softmax Layer 

Outputs from the FC layer are sent through the softmax layer which is featured by the 

softmax function. Softmax function squeezes the input vector of real-valued scores 

into a vector of values between zero and one that sums to one.  

2.3 Transfer Learning 

Transfer learning is learning of new task using the knowledge which has been obtained 

from a different task. This is a better solution when there is a lack of training data to 
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reconstruct models. Even though the source and the target tasks focus on different 

topics or feature spaces between domain data are different, boosting the performance 

of the target task [47]. In most cases, the existence of data is poor in medical image 

processing. Therefore transfer learning is a viable way when CNN employment 

medical image classification with the help of enough annotated imagery. In [48] have 

analyzed the mechanisms of deep transfer learning for medical imagery. In [49] has 

described two methods widely used for transfer learning in deep networks. 

Feature extraction from a pre-trained network: The last two fully connected layers 

of the network are swapped with our own uninitialized layers. The weights of the 

network are not affected by back-propagating the gradients because they are frozen.  

Fine-tuning of a pre-trained network: Usually comparable to the previously 

mentioned approach but we utilize a little learning rate to fine-tune the weights for the 

task rather than freezing. 
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3. DATASETS 

3.1 Diabetic Wound Dataset 

The dataset consists of imagery that belongs to six classes as mentioned in Table 1.1. 

The dataset classification was done according to the Wagner score with the help of 

well-trained clinicians. The entire dataset has 2400 imagery. The dataset contains high-

resolution images and captured in different conditions such as lighting, colors, 

different orientation, etc. The dataset is divided into training and testing where the 

training set represents 80% and the test set represents 20% from the whole dataset. We 

use the VGG Image Annotator (VIA) tool in order to annotate the wound images. We 

export the mapping between image id and the coordinates of the annotated points into 

a JSON file. 

3.1.1 Ground Truth Mask Generation  

 

Figure 3.1: User Interface of VGG Annotator Tool 

We use the VIA-VGG image annotator tool [50] in order to create ground truth masks 

of ulcer images. An example of this utility is shown in Figure 3.1.  This annotator tool 

is a simple one and it is a single HTML file that enables download and opens in a 
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browser. The clinician draws the bounding polygons around regions of wounds and 

the wound regions are labeled with 1 and the background region got 0 by default.  The 

metadata of the annotations was stored in a JSON file by the tool itself.  

 We use another two different medical datasets additionally to the diabetic wound 

dataset, to validate our results of the segmentation task. Section  3.2  and 3.3 describe 

the details about these datasets.  

3.2 CVC-Colon Dataset 

This dataset [51] has introduced with the purpose of polyps detection. This has the 

colonoscopy video sequences along with their annotations. There are 300 polyps 

images and their binary masks in the dataset. 

 

Figure 3.2: Samples of Polyps dataset 

3.3 Chest X-ray Dataset 

The size of the dataset is 662 chest x-ray images that have collected from Shenzhen 

Hospital. The manually segmented binary mask images for this  dataset were collected 

from Lung Masks for Shenzhen Hospital Chest X-ray Set given by Kaggle[52]  

 

Figure 3.3: Samples of Chest X-ray dataset 
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4. METHODOLOGY 

The purpose of this chapter is to show the research methodology of the thesis with the 

strategy of the research and the empirical techniques applied. First, we are going to 

analyze the proposed architectures for diabetic wound segmentation tasks and diabetic 

wound classification tasks. Moreover, this chapter will describe the approach of model 

selection.  

4.1 Task 1: DFU segmentation 

4.1.1 Preprocessing 

We augment the images in our training dataset as a solution to the overfitting problem. 

Two types of data augmentation techniques called on-line data augmentation and off-

line data augmentation. In this task, the off-line data augmentation technique was used. 

Therefore we augment and annotate the dataset before the training process. Following 

data augmentation techniques were applied in our experiments. 

 Gaussian blur with a standard deviation of 2.5.  

 The horizontal image flips. 

 Luminosity scaling (within [0.8, 1.5]). 

 Image rotations. 

The above transformations do not alternate the basic characteristics of the neuropathic 

ulcer imagery, subsequently, all the transformations valid for performing the 

augmentation. 

4.1.2 Model Architecture 

The mask-RCNN [6] model was introduced for instance based segmentation of 

objects. This model is an extension of Faster-RCNN architecture. Fast-RCNN is a 

combination of CNN backbone networks and an RPN (Region Proposal Network). 

Fast R-CNN provides two major outputs for each object whereas the anchor box and 

the class label of the segmented object. Mask R-CNN outputs an object mask that uses 
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to do the object segmentation more precisely additionally to the outputs of Faster R-

CNN. 

Initially, this scans the image and fed into a backbone model to extract the feature 

maps. These feature maps fed into an RPN which has the ability to predict if there is 

an object or not in the selected region and it generates the bounding boxes for the 

region of interest. Through the ROI align technique, resize the generated candidate 

bounding boxes as the same size of candidates. Then this fixed vector is parallelly fed 

into fully connected layers and a regression layer in order to predict the bounding box 

and the class label. And also this vector is fed into the mask branch and it outputs the 

segmentation mask for each region which consists of an object. The multi-task loss 

function of the model is as follows, 

 

rpn_class_loss: this describes the quality of separation between the objects and 

background by the Regional Proposal Network.  

rpn_bbox_loss: this describes the quality of object localization by the Regional 

proposal network. 

mrcnn_class_loss: this describes the level of recognition of each class object by the 

Mask-RCNN. 

mrcnn_mask_loss: this describes the level of object segmentation by Mask R-CNN. 
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 mrcnn_bbox_loss: this describes the level of object localization by Mask R-CNN.  

 

Figure 4.1: Mask R-CNN Architecture [6]. 

 

4.1.3 Model Training  

We use ResNet-50 and ResNet-101 backbone networks for our experiments of model 

training. Table 4.1 describes the optimal hyper-parameter configuration that we 

obtained from different experiments in the training phase. For model initialization, we 

used the pre-trained weights using the MSCOOCO dataset [53]. We use three stages 

to train the model. The head layers (the RPN, classifier and mask heads) of the network 

were trained during the first 30 epochs and then the upper layers (4+ layers) of the 

network were trained in the next 50 epochs. Finally, the entire network architecture 

was fully trained during the last 20 epochs. In total, we used100 epochs for model 

training and the optimizer of the model was Stochastic Gradient Descent (SGD). 



33 

 

4.1.4 Hyperparameter Tuning  

Table 4.1: Hyperparameter Table 

Number of Classes 2 

Backbone  ResNet 101 

Image per GPU 2 

RPN anchor scale  32, 64, 128, 256, 512 

Train ROIs per image  128 

Mask Shape  28 x 28 

Anchors per image  256 

Learning rate  0.001 

Learning Momentum  0.9 

Weight Decay  0.0001 

Batch Size  2 

We performed the segmentation between ulcer pixels and the background pixels so 

that the value of the Number of Classes parameter was 2.  We usedResNet-101 and 

ResNet-50 as the backbone architectures and according to our comparisons, in terms 

of model performance, ResNet-101 was the best-performed backbone model. Learning 

momentum was 0.9 for the SGD optimizer and the L2 regularization (weight decay) 

parameter was 0.0001.  We do our experiments within the range of 0.01 to 0.0001 of 

the learning rate. The optimal value for the learning rate was 0.001 and there was no 

noticeable improvement for other values. According to our memory of the machine, 

the rest of the hyperparameters were chosen. 
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Figure 4.2: Workflow diagram of Mask R-CNN 
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4.1.5 Reasons for choosing Mask R-CNN architecture  

CNN has the strength of image classification and object detection using bounding 

boxes. Therefore, we are able to use CNN in image segmentation tasks. It has 

limitations because it uses bounding boxes for object detection but for only one object 

at a time and it doesn’t work well when there are multiple objects in the visual frame 

due to interference. So we need a solution to identify multiple objects in one frame and 

draw the related bounding boxes separately around the objects. As a solution, we found 

region-based CNN (R-CNN) from the literature and it has the ability to the detection 

of multiple objects in one frame. 

R-CNN (Ross Girshick et al. 2000) 

 

Figure 4.3: R-CNN Architecture  

The selective search algorithm has used in order to extract 2000 ROIs for each image 

in R-CNN. All 2000 of ROIs wrap into a square. Then each ROI is sent separately 

through the CNN for feature extraction and it outputs a 4096-dimensional feature 

vector. This feature vector fed into an SVM to identify the class of the object and fed 

into a regressor to predict bounding box.  

This algorithm has architectural issues because it requires high processing time to train 

the model since it has to classify 2000 ROIs per image. And also the selective search 
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is a fixed algorithm and there is no learning part in the ROI generation step so it will 

lead to the generation of bad candidate ROIs. This architecture consists of three models 

namely CNN, linear SVM, and regression model so this leads the training process 

complex. 

Fast R-CNN 

 

Figure 4.4: Fast R-CNN Architecture  

In order to overcome the issues in R-CNN architecture, the Fast R-CNN is proposed 

by the same authors of R-CNN. Figure 4.4 indicates the architecture diagram of Fast 

R-CNN. This architecture is an extended version of R-CNN. Instead of feeding 2000 

ROIs per image to CNN, it takes the entire image at once for feature extraction by 

CNN. Using this feature map and manually generated ROIs from the selective search 

algorithm will be wrapped into squares through the ROI pooling. This reshapes feature 

vectors fed into the fully connected layers and it uses the bounding box regressor and 

softmax layer to predict the bounding box and class label.  This architecture is more 

efficient than the R-CNN because it uses a single deep CNN for feature extraction of 

the entire image at once, it uses a softmax layer that outperforms SVM for object 

classification, and it uses multi-task loss function for training deep CNN which 

increase the accuracy. 
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Faster R-CNN 

 

Figure 4.5: Architecture of Faster R-CNN 

This model consists of an improved version of Fast R-CNN architecture and it 

addresses some issues that exist in Fast R-CNN. This replaces the selective search 

algorithm from the regional proposal network to generate the ROIs dynamically. Faster 

R-CNN model gets an image as the input and is feed into the CNN to generate feature 

maps. The separate regional proposal network is used to generate bounding boxes of 

object and objectness scores. ROI pooling layer is used to reshape the ROIs and wrap 

them into a fixed vector size. Then this vector is parallelly fed into a regression layer 

and fully connected layers In order to predict the class label and bounding box. 

We explore the image segmentation concept from a simple CNN to Mask R-CNN. We 

identified that RCNN is very slow and expensive and Fast R-CNN uses a selective 

search mechanism for generating region proposals. Even though the Faster R-CNN 

overcome all those issues, it supports only for the semantic segmentation, but not the 

instance segmentation. But in our task, we need to segment multiple wounds separately 

in one image and so we need instance segmentation to perform it. Therefore 
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considering these issues and the limitations, we identify the Mask R-CNN is the best-

suited model for DFU segmentation 

4.2 Task 2: DFU Classification 

4.2.1 Preprocessing 

Our dataset contains the images in different resolutions. Therefore we downsample the 

imagery into 224 x 224 pixels because it would be feasible for any CNN to converge 

in a reasonable time. 

4.2.2 Addressing the class imbalance problem 

Class imbalance problems can be addressed through two approaches; using class 

balanced training sets or using cost-sensitive learning.  

The training dataset that we use for our experiments has unbalanced class distributions 

as shown in the Table 4.2. This makes an additional overhead to our model. In order 

to prevent this issue, we use a cost-sensitive learning approach in the training process. 

We did not apply the data augmentation technique in order to balance the class 

distributions since we used the stratified cross-validation technique for the model 

training.  

In this method, we initially adjust weights as inversely proportional to class 

frequencies and then passed into the fit function of the models during the training stage 

which has done using stratified cross-validation. Therefore each fold contains 

approximately the same proportion of observations as in the training dataset. 

Table 4.2 : Class Distribution of Training Dataset 

Class (Severity Stage) Number of Images 

Grade 0 303 

Grade 1  353 
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Grade 2 287 

Grade 3 294 

Grade 4 325 

Grade 5 304 

 

4.2.3 Approaches 

4.2.3.1 DFU Image Classification through Fine-Tunning CNN Models 

In this approach, we perform the classification through fine-tuning different pre-

trained CNN models. Where CNN models are DenseNet[8], ResNet[54], 

Xception[55], InceptionV3[56], InceptionResNetV2[57] and VGG[58]. The steps of 

the approach are as below. First, we preprocess our dataset. Then we developed a pre-

trained CNN  up to the last fully connected layer. We replace the last fully connected 

layer with a softmax layer which contains 6 neurons to do our DFU classification. We 

initialize the weights of the input layer to the last pooling layer with ImageNet weights 

and weights of the custom softMax layer using the He normal initialization. We fine-

tune the network up to 400 epochs with a Stochastic Gradient Descent (SGD) 

optimizer with 0.9 momentum using a mini-batch size of 32. We use 0.001 learning 

rate, 0.0005 L2 regularize parameter. In this approach, we achieved the uppermost 

accuracy of 71.34% for DenseNet 201 architecture. 

4.2.3.2 DFU Classification through Feature Extraction  

In this approach, we use each aforementioned pre-trained CNNs as a feature extractor 

and we applied the Global Average Pooling (GAP) layer to reduce the size of the 

extracted feature vector. Totally 1920 features were extracted from DenseNet-201 

CNN after applying the GAP layer. Then we normalize and apply Singular Value 

Decomposition (SVD) on this feature vector to reduce the dimensionality. In order to 



40 

 

select the optimal number of features (222 features), we consider the 95% variance 

threshold for truncated SVD by plotting the cumulative sum of the singular values 

against the principle components. These extracted features were used to train different 

classifiers namely artificial neural network (ANN), Random Forest, Support Vector 

Machine (SVM). We use stratified 5-fold cross-validation for model training. 

The pre-trained CNN based on DenseNet 201 architecture as the feature extractor with 

a single hidden layer ANN classifier which consists of 128 neurons with ReLU 

activation functions gave the best accuracy of 96.22%. 

The randomized search strategy was used for the selection of hyperparameters in our 

ANN model. We consider the training and validation errors that were obtained from 

stratified 5-fold cross-validation.  

In accordance with the theoretical aspects, if the difference between training and the 

validation error is high and the training error is low, it indicates that the model is failed 

to generalize new samples. in order to solve the overfitting problem, we use 

regularization techniques such as L2 regularization, dropout, normalize extracted 

features and batch-normalization. 

Moreover, if the performance of the training dataset on the cost function is very low, 

we increase the number of epochs to run the gradient descent longer. In this 

experiment, we use 0.001 of the learning rate, 400 epochs and 0.4 dropout values for 

all scenarios because varying of the values did not make a noticeable impact on the 

results. Furthermore, we test with changing the number of hidden layers in the ANN 

and neurons per layer, but we got the best result for a single hidden layer ANN with 

128 neurons with the ReLU activation function. The Overall architecture of our best 

performing approach is as shown in Figure 4.6. 
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Figure 4.6: DFU Classification Architecture 
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5. RESULTS & EXPERIMENTAL ANALYSIS 

5.1 Results of DFU Segmentation  

5.1.1 Evaluation Metrics  

The evaluation metrics for the DFU segmentation task,  we consider the Average 

Precision (AP) at different thresholds of intersection over union (IoU). The IoU of a 

set of the predicted set of object pixels and ground truth object pixels is calculated as: 

𝐼𝑜𝑈(𝑇𝑎𝑟𝑔𝑒𝑡, 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛) =  
(𝑇𝑎𝑟𝑔𝑒𝑡 ∩ 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛)

(𝑇𝑎𝑟𝑔𝑒𝑡 ∪ 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛)
 

In order to calculate the average precision value, we consider the range of IoU 

threshold values I.e. ranging from 0.5 to 0.95 with a stage size of 0.05 and at each 

point. Theoretically, a precision value is determined by false positives (FP), false 

negatives (FN), and true positives (TP) of comparing the ground truth and the predicted 

masks at each threshold value t. 

The mean average precision of a single image is then calculated as the mean of the 

above-average precision values at each IoU threshold. 

𝑚𝐴𝑃 =  
1

|𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑|
 ∑

𝑇𝑃(𝑡)

𝑇𝑃(𝑡) + 𝐹𝑃(𝑡) + 𝐹𝑁(𝑡)
𝑡

 

 

TP: The obtained IoU score where  IoU value of target and prediction mask pair 

exceeds some pre-defined threshold value. 

FN: we define this when the no predicted mask for the object, but we have a ground 

truth object mask  

FP: we define this when there is a predicted mask from the model but there is no 

relative ground truth mask for that. 
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Example: At 0.5 IoU threshold  

 

Figure 5.1: Visualization of  TP, FP, and FN 

 

5.1.2 Comparison Model  

We use the U-Net[59] model as our comparison model. This model consists of deep 

CNN architecture. Generally, this model is used for small medical datasets and it has 

shown fairly good performance in medical image segmentation tasks.  

 

Figure 5.2: U-Net Architecture [59] 
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Figure 5.2 indicates the architecture of this model. According to the figure, it 

demonstrates that the network merges a CNN architecture with a deconvolutional 

architecture. The CNN contains two consecutive convolution layers where each layer 

consists of 3 x 3 filters followed by a ReLU layer and a 2 x 2 max-pooling layer. This 

block pattern is repeated multiple times. A 3 x 3 CNN layers followed by a 2 x 2 up 

convolution layer were used at the bottommost layer. This layer mediates between the 

CNN and deconvolution network. The deconvolutional network consists of an 

upsampling operation on feature maps. This network has blocks that contain two 3 x 

3 CNN layers and 2 x 2 upsampling layer. The whole network is 23 convolutional 

layers, where the last layer is utilized to outline segments include vector identified with 

the number of classes. We train this model up to 100 epochs with Adam optimizer 

where the learning rate was 0.001. The Xavier initialization scheme was used for 

weight initialization. 

5.1.3 Results on DFU Dataset 

We have accomplished 0.1564 mAP for the U-Net model and the average precision at 

IoU 0.5 was 0.4672 and IoU 0.75 was 0.3041. We achieved 0.4392 mAP with ResNet-

50 backbone for the Mask-RCNN model. The average precision at IoU 0.5 was 0.8281 

and at IoU 0.75 was 0.5176 respectively. The ResNet-101 backbone architecture 

demonstrated an mAP of 0.5084 with the Mask R-CNN model. The average precision 

at IoU 0.5 was 0.8632 and at IoU 0.75 was 0.6157. Table 5.1 shows a summary of the 

results. The ResNet-101 backbone architecture provided the best results for the dataset. 

Figure 5.4 demonstrates the detailed results of boundary detection on few images from 

our test dataset : (a) Input image (b) Ground truth mask (c) Predicted Wound Mask on 

ulcer (d) Predicted Binary Mask (e) Predicted contour of ulcer. Figure 5.3 illustrates a 

few more segmentation results. The red contour indicates the predicted boundary and 

green contour indicates the ground truth boundary. 
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Table 5.1: Results of DFU segmentation 

 

 

Figure 5.3: Few results of ulcer boundary segmentation task. 

Model 
mAP@[IoU = 0.5-

0.95] 
AP@IoU = 0.5 AP@IoU = 0.75 

U-Net 0.1564 0.4672 0.3041 

Mask-

RCNN(Backbone= 

ResNet-50) 

0.4392 0.8281 0.5176 

Mask-

RCNN(Backbone= 

ResNet-101) 

0.5084 0.8632 0.6157 
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Figure 5.4: Segmentation results for several neuropathic ulcers 

5.1.4 Results on Different Medical Datasets 

We use two additional medical datasets namely polyps dataset and chest X-ray dataset 

in order to compare the model performance against the baseline model. We fed each 

dataset together with their annotations and train the Mask-RCNN model instance 

separately. Similar configurations were applied for these two experiments as 

mentioned in Table 4.1. We use the same proportion as mentioned in section 3.1 in 

order to split these datasets. 

Table 5.2: Results of different medical datasets 

 

Dataset 
Model 

mAP@[IoU = 

0.5-0.95] 

AP@IoU = 

0.5 

AP@IoU = 

0.75 

Chest X-ray 

U-Net 0.3021 0.5632 0.4712 

Mask R-

CNN 
0.6135  0.8715 0.7230 

Polyps 

U-Net 0.2896  0.5017 0.4321 

Mask R-

CNN 
0.5031  0.7546 0.6013 
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Table 5.2 summarizes the obtained results for chest X-ray and polyp datasets. 

Furthermore, Segmentation results on selected query images for both datasets are 

visualized in Figure 5.5 and Figure 5.6. Where red contour signifies the predicted 

boundary and the green contour signifies the ground truth boundary. 

 

Figure 5.5:  Segmentation Results for  Chest X-ray dataset with Mask R-CNN 

 

 

Figure 5.6: Segmentation Results for  Polyps dataset with Mask R-CNN 
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5.2 Results of DFU classification  

5.2.1 Evaluation Metrics 

In this study, we consider two main metrics for evaluating our models: Accuracy and 

F1 Score. 

1. Accuracy: that measure the proposition of correctly classified samples. 

2. 𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 𝑥  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  

 

In order to obtain the best-suited architecture for the DFU classification in terms of 

accuracy, we perform the experiment with six pre-trained CNNs for the 

aforementioned (see Section 4.2.3) both approaches. We experiment with three 

classifiers: ANN, SVM, and random forest in combination with CNN feature 

extractors. The accuracy and the f1-score for each experiment separately have 

explained in Table 5.3, Table 5.4, Table 5.5, and Table 5.6. 

5.2.2 Results of Feature Extraction through CNN Models for DFU 

Classification 

In the first experiment, we extract the features from CNNs and directly feed them into 

classifier (see flatten column in tables). As an example in this scenario, we extract 7 x 

7 x 1920 features from DenseNet-201 CNN and feed into a classifier. In the second 

experiment, we apply global average pooling and normalize the extracted features and 

feed into a classifier (see GAP column in the table). For example, DenseNet-201 

extracts 1 x 1 x 1920 features. In the third experiment, we apply GAP to normalize 

features and next apply truncated SVD, then feed into a classifier (see the results in 

GAP+SVD column in tables). We use stratified 5-fold cross-validation for all the 

experiments and also the SGD optimizer gave more accuracy than the Adam optimizer. 

The summarized results are shown in Table 5.3, Table 5.4, Table 5.5. We achieved the 

best accuracy for the Densenet-201 feature extractor together with the GAP layer and 

SVD and the single hidden layer ANN classifier. 
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Table 5.3: Accuracy and F1-score of CNN feature extractor + ANN 

Table 5.4: Accuracy and F1-score of CNN feature extractor + SVM 

Table 5.5: Accuracy and F1-score of CNN feature extractor + Random Forest 

Pretrained CNN GAP + SVD GAP Flatten 

Acc. F1 Acc. F1 Acc. F1 

DenseNet-201 96.22% 0.9610 94.54% 0.9411 52.35% 0.5083 

ResNet-18 95.85% 0.9573 91.60% 0.9028 61.56% 0.5078 

VGG-16 96.06% 0.9581 90.28% 0.9001 55.36% 0.4703 

InceptionV3 95.85% 0.9564 84.64% 0.8144 57.89% 0.4851 

Xception 95.58% 0.9559 84.62% 0.8224 61.37% 0.4923 

InceptionResnetV2 95.79% 0.9563 83.25% 0.8123 62.15% 0.5310 

Pretrained CNN GAP + SVD GAP Flatten 

Acc. F1 Acc. F1 Acc. F1 

DenseNet-201 64.02% 0.6128 92.94 0.9212 59.43% 0.4915 

ResNet-18 62.71% 0.6245 60.31% 0.5963 55.41% 0.5502 

VGG-16 58.32% 0.5722 57.32% 0.5639 56.49%  0.5592 

InceptionV3 56.96% 0.5502 55.64% 0.5544 54.39% 0.5351 

Xception 52.15% 0.5186 51.69% 0.5083 50.20% 0.4984 

InceptionResnetV2 48.96% 0.4769 46.21% 0.4596 42.34% 0.4220 

Pretrained CNN GAP + SVD GAP Flatten 

Acc. F1 Acc. F1 Acc. F1 

DenseNet-201 69.20% 0.6953 67.25% 0.6698 65.42% 0.6498 

ResNet-18 65.69% 0.6483 62.98% 0.6159 61.56% 0.6075 

VGG-16 64.35% 0.6325 63.28% 0.6258 60.45% 0.5989 

InceptionV3 60.76% 0.5945 58.67% 0.5762 56.39% 0.5548 

Xception 58.26% 0.5820 56.32% 0.5596 54.37% 0.5364 

InceptionResnetV2 55.45% 0.5486 52.96% 0.5220 50.63% 0.5011 
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5.2.3 Results of Fine-tuning Pretrained CNN Models for DFU Image 

Classification 

Table 5.6 summarizes the results of the transfer learning approach done with different 

pre-trained CNNs using ImageNet weights. 

Table 5.6: DFU dataset with SGD optimizer results 

 

5.2.4 Comparison Models 

In order to measure the performance of the proposed approach with respect to the 

existing deep feature extraction based methods, we use three deep learning models 

from the literature and we evaluate them using our DFU dataset. This section describes 

the models that we use for the comparisons and Table 5.7 summarizes the obtained 

results. 

Method 1: AlexNet Feature Extractor + multiclass linear SVM 

Doaa et al.[60] proposed a feature extraction based CNN architecture to classify skin 

lesions. They proposed a pre-trained CNN AlexNet [60] architecture as the feature 

extractor and a multi-class linear Support Vector Machine (SVM) has trained on 

extracted features from CNN as the classifier.  We used the same architecture as 

proposed in [60] with our DFU dataset and we achieved the best classification 

Pretrained CNN Accuracy F1-Score 

DenseNet-201 71.34% 0.6520 

ResNet-18 69.43% 0.6213 

VGG-16 68.80% 0.5997 

InceptionV3  61.70% 0.5407 

Xception 65.64% 0.5754 

InceptionResnetV2 64.58% 0.5772 
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accuracy with the linear kernel when the soft-margin parameter (c) = 0.6. We used the 

same procedure with stratified cross-validation to address class imbalance problem 

while training this model. 

Method 2: AlexNet Feature Extractor + LDA + SVM 

Romany F et.al.[61] proposed a feature extraction based architecture to classify 

diabetic retinopathy. In their, approach they verified that AlexNet DNN-based feature 

extractor with LDA (Linear Discriminant Analysis) feature selection method and SVM 

classifier exhibits the best performance in the DR classification task. We trained the 

same architecture on our DFU dataset. We obtained the best classification accuracy 

with polynomial kernel-based SVM. We used the same procedure with stratified cross-

validation to address class imbalance problem while training this model. 

Method 3: VGG-19 feature extractor + SVD + Softmax 

Mateen et al. [62] proposed a  feature extraction based architecture in combination 

with VGG-19 feature extractor, SVD (singular value decomposition) feature extractor 

and softmax classifier for diabetic retinopathy classification. We implemented the 

same architecture and fine-tune in our dataset. We achieved the best accuracy for 

Adam optimizer with a 0.001 learning rate in 200 epochs. Weights were initialized by 

using the Xavier initialization method. We used the same procedure with stratified 

cross-validation to address class imbalance problem while training this model. 

5.2.5 Comparison Results on Proposed Approach and Comparison Models 

Table 5.7 summarizes the results obtained against comparison models. The table 

verifies that compared to the state-of-the-art approaches, our proposed approach 

demonstrates a significant performance.  

Moreover, our proposed architecture consists of 37.47%, 25.59% and 30.81% 

improvements in terms of accuracy compared to the approaches proposed in  Doaa et 

al.[60], Romany F et.al.[61], and Mateen et al. [62] respectively. 
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Table 5.7: Proposed approach with comparison models 

 

 

 

 

 

 

 

 

 

Model Accuracy F1-Score 

Densenet–201 + GAP + 

SVD + ANN 

(Proposed Approach) 

96.22% 0.9610 

AlexNet + SVM 

(Method 1) 
58.75% 0.5749 

AlexNet + LDA + SVM 

(Method 2) 
70.63% 0.6956 

VGG-19 + SVD + Softmax 

(Method 3) 
65.41% 0.6502 
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6. CONCLUSIONS 

6.1 Contribution 

A diabetic foot ulcer is a common complication of diabetes. According to the literature, 

deep convolutional neural networks have been proven great performance in analyzing 

medical imagery. In order to explore this purpose further, we investigate the ability of 

CNNs to classify the diabetic foot ulcers into severity stages. DFU classification task 

introduces a deep CNN based approach for fully automated analysis of DFU imagery. 

Automate the severity classification of DFU becomes challenging mainly due to the 

constraints of data availability and the quality of the imagery. Most of the misclassified 

imagery was with bad lighting conditions. Appropriate stability between the accuracy 

and the speed of the model is required since the most accurate approaches might not 

perform well with adequate speed and vice versa.  

Here, we apply CNNs based transfer learning for a small dataset. We try out different 

transfer learning methods for the DFU classification task. In the first attempt, we 

implant the parameters of different pre-trained CNN models into the domain 

transferred CNNs which are trained using ImageNet. After doing the weight 

initialization step we fine-tune transferred CNNs by using DFU images. This approach 

gave low accuracy and required more computational time. Therefore we discarded this 

method.  

Then we navigate to the feature extraction approach, there we consider pre-trained 

CNN models as feature extractors, GAP layer and SVD were applied on the DFU 

dataset and did the feature extraction while preserving the accuracy. Then the feature 

vectors fed into a classifier. In order to choose the best classifier, we train SVM, ANN, 

and random forest classifiers. Among these three, ANN demonstrates the best 

performance compared to the other two and the results are shown in tables in section 

5.2.2. Even though we could not find similar approaches for DFU classification in the 

current literature, there were similar tasks for classifying medical imagery such as skin 

anomaly classification, GI tract anomaly classification, etc. Moreover, we find 
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research that had done for binary classification of DFUs, which detect whether diabetic 

patients’ skin imagery has an abnormality or not. Therefore compared to the literature, 

our approach has a novelty because we classify the DFU into 6 severity stages. The 

difference of the architecture of our approach compared to other medical imagery 

classification approaches based on transfer learning is we are using pre-trained CNNs 

feature extractor with GAP and SVD to optimize the accuracy and the computational 

time.  

In order to segment and detect ulcers, we developed an automated approach for the 

DFU Segmentation task. Mask-RCNN model architecture was used to implement the 

proposed approach. The proposed approach gave promising results compared to the 

U-Net model in terms of performance. Overall, this solution is beneficial to both 

patients and clinicians since this replaces the manual wound boundary detection. A 

significant improvement was shown when using the Mask-RCNN model relative to 

the baseline model in medical image segmentation tasks as demonstrated in section 

5.1.4. Therefore, this segmentation approach is applicable in other medical image 

datasets such as skin lesion segmentation datasets, brain tumor segmentation datasets, 

etc. 

6.2 Future work  

Other then the findings of this research, we have identified different directions worth 

exploring further. This study proposed an automated solution for diabetic ulcer 

boundary detection and segmentation. This proposed solution segment only the ulcer 

region and the background region, but this approach can extend to segment the ulcer 

lesions further. So that the clinician will be able to identify the different lesions in the 

ulcer and it is beneficial to do the fast treatment for patients. Moreover, the proposed 

automated ulcer segmentation approach can be used to develop an automatic 

annotating tool for medical images. The Mask Scoring R-CNN [63] or latest published 

segmentation models can be used in order to improve the mean average precision of 

the segmentation task. 
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The results obtained from this research work can be reused in a commercial version of 

healthcare application which implements for diabetic foot care. In order to achieve 

this, a large scale validation of this approach needs to be done. So, this will be able to 

approach by evaluating the proposed architectures with multiple ulcer datasets and the 

clinician intervention from different levels of experience. 
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