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ABSTRACT

The web has an abundance of online news articles that are updated frequently. Readers face
difficulty in discovering content of interest from the overwhelming news sources and feel tired
browsing various websites. This situation is valid in the case of Tamil online news as well, and
the number of online news articles published in the Tamil language is on the rise. To address this
issue, news aggregators and clustering techniques come into play. Even though there are many
news aggregators available for languages like English, the only news aggregator that supports
Tamil is Google news, which is a noticeable shortage. Google news mainly covers the Indian
news and gives high weightage to the words that appear on the headline rather than those
appearing in the body of the news when searching for the news [1].

This research focuses on clustering Tamil online news articles into related topics. There are
several clustering techniques and similarity measures used to cluster the documents in the
literature for other languages. Tamil is an agglutinative language, meaning that the techniques
used for English documents might not readily work for Tamil. The purpose of this research is to
study the techniques available for other languages and develop a mechanism to cluster the Tamil
online news articles according to their content similarity.

As the first step of this study, ten different datasets were created by collecting news from nine
different news providers. Data was collected on nonadjacent days to get diversified data. TF-IDF
and word embedding techniques were used to create vector representations of data. One pass
algorithm and affinity propagation algorithm were used to cluster the news articles, since the
number of clusters cannot be predefined and there is a high number of single news clusters. We
achieved the best solution when applying word embedding with one pass algorithm. As another
contribution of this research, we were able to create a Tamil word embedding model with
21,077,843 words.

Keywords: Clustering, TF-IDF, Word embedding, One pass algorithm, Affinity propagation,
Cosine similarity, Crawler
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CHAPTER 1- INTRODUCTION

1.1 Overview

The evolution of the Internet has led to an exponential amount of information being
available in electronic format. News articles are a source of information that can be
found in different forms such as online newspapers, blogs or other types of news
websites. These news articles are not only in English but in other regional languages as
well.

These days, most of the younger generation is addicted to the Internet and follow online
news updates. However, due to the availability of several news sources, users spend a
certain amount of time and effort to browse through the Internet to gather complete
news. It can be a tiresome task. This situation is applicable not only for English but also
for other regional languages like Tamil, since Tamil news sources in electronic format
are on the rise.

In recent times, the popularity of Tamil websites has shown a demand for Tamil news to
be available online. So several Tamil news websites were introduced, which made a
huge impact. Almost all the Tamil traditional news media launched online versions of
their news updates. Further, some content-specific special websites such as business,
technology, politics, sport, gossip, and cinema were introduced. So these days, the
Internet has an overwhelming number of diverse free form Tamil news. Therefore, users

need to access different websites to get updates in different areas.

Reading news online is an increasing trend because users can easily access most news
sources free of charge even from geographically remote sites. Most of the time news
sources cover the same news and publish similar articles. At the same time, most news
providers update their sites instantly when an event occurs. Therefore, users frequently
need to visit multiple sources to get a clear picture of the updated news. So if similar
articles were accessed from a single site it would be more user-friendly. It can help news

reviewers to find more information from a single spot and criticize the sources.



News aggregation techniques address this by gathering multiple news sources into a
single point. News aggregators frequently collect news from different feeds and display
aggregated content in a single interface. Google News?, Yahoo News?, Event Registry?,
Huffington Post* and Drudge Report® are some popular news aggregators. Google News
covers more than 25,000 news sites and presents news from the past 30 days from

different websites. It also supports thirty-five languages, including Tamil.

1.2 Problem and Motivation

As far as this author knows, Google News is the only aggregator that supports Tamil.
Google News is not a specially designed news aggregator for Tamil. As mentioned
earlier, it supports thirty-five languages, including Tamil, but it also has some ridiculous
flaws. Even though Google News supports Tamil, searching in Tamil on Google News is
challenging. Figure 1.1 shows an example where Google News attached an unrelated
photo with a news article [Figure 1.1] giving less significant news more prominence on

the page.
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Figure 1.1: Google News Tamil search

! https://news.google.com/

2 https://www.yahoo.com/news/

3 http://eventregistry.org/

4 http://www.huffingtonpost.com/
® http://www.drudgereport.com/


https://news.google.com/
https://www.yahoo.com/news/
http://eventregistry.org/
http://www.huffingtonpost.com/
http://www.drudgereport.com/

Figure 1.2 shows Google search results with content that have unrelated images. In
Figure 1.2 the marked area is "Pakistan Threatens India with Nuclear Weapons". but an
unrelated image is attached. Google News Tamil version contents are imbalanced, and
they mostly cover Indian news, perhaps because it is mostly crawling Indian websites.
However, native Tamil speakers live around the world in countries such as Singapore,
Malaysia, and Sri Lanka. Further, Google News gives high weightage to the words that
appear on the headline rather than those appearing in the body of the news when
searching for news [1]. So, the terms chosen for the news headline play an importance
role in the ranking. According to the author’s knowledge, there are no news aggregators

specifically designed for Tamil news.
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Figure 1.2: Google News Tamil content with unrelated image.

In literature, automatic Tamil document grouping has been done using techniques such
as the Vector Space Model (VSM) and Atrtificial Neural Networks (ANN) [2]. In this
approach ANN (93.33%) performs better than VSM (90.33%). The main focus of the
classification of Tamil documents and the performance of the system depends on the

corpora used to train and the number of corpora used to train.



1.3 Aim and Objectives

The aim of this project is to automatically extract online Tamil news articles and cluster

them according to content similarity.

1.4 Methodology
Following are the sub-objectives:

o Build or modify an existing crawler to automatically collect Tamil news from

online sources.

o Evaluate the available document/news clustering techniques for other languages

and implement them for Tamil news clustering.

o Evaluate the Tamil language processing techniques to preprocess the data to

improve the performance of clustering.

o Evaluate the available document representing techniques to find the best

approach and apply it to Tamil

o Evaluate the available similarity measurements and find the best approach that

works for Tamil

1.5 Organization of the Thesis

The rest of the thesis is organized as follows.

Chapter 2 present the literature work related to this research, specially, web crawling,
document preprocessing, document representations, document similarity measurement,

clustering methods and cluster evaluations.

Chapter 3 details the work done on building the Tamil news clustering system. It
consists of three modules namely, namely the Tamil news article data collection module,

the data representation module and the Tamil news article clustering module.



Chapter 4 evaluates the work presented in the thesis. It consists of details of data used
for evaluation, experiments carried out and the obtained results along with a discussion

on the observed results.

Chapter 5 concludes the thesis with future work.



CHAPTER 2 - LITERATURE REVIEW

2.1 Overview

This section primarily focuses on the available work done on document clustering, text
preprocessing techniques, similarity measuring, and clustering text documents. This
chapter mainly covers the available approaches in news clustering for other languages,
like English. It also focuses on the work available on Tamil document categorization
techniques and the stemmer available in Tamil. Moreover, it covers the available

techniques in web crawling.

2.2 Clustering

Clustering is an unsupervised technique [2] that groups unlabeled data into meaningful
clusters based on similarity [3], where objects in a single cluster are homogeneous and
similarity between the objects in the same cluster is high, whereas similarity between
different clusters is low. Also clustering does not require any training but little prior

information about the data [3].

2.3 Document clustering

Document clustering is the process of grouping similar documents into different clusters.
It is a subset of clustering and organizes documents into meaningful clusters based on
content similarity. Normally, clustering aims to maximize the similarity within the
documents in the clusters and minimize the similarity between the documents in the
cluster [3].

Document clustering is mainly involved with the following process [4, 5, 6]:
« Document representation
e Document similarity measure

e Clustering or grouping



2.4 Challenges in document clustering

Document clustering is one of the core concepts studied in information retrieval and text
mining. Document clustering has unique challenges compared to clustering in other
domains. Some of the identified unique challenges are listed below:

e High dimensionality
Most text representation techniques take each unique term in the document as a
dimension for clustering. Typically, documents contain hundreds and thousands of
unique terms and a document space contains hundreds and thousands of documents.
Since the numbers of unique terms are high, it gets high dimensional space and faces
challenges when handling it.

e Ambiguity and synonymy
Sometimes, many terms share a common meaning and a single term can have multiple
meanings. So if two documents select two unique terms to express the same context in
the document, it's difficult to cluster those documents into a single cluster even though
it's talking about the same context.
To overcome this problem, some studies have been conducted. To reduce the
dimensionality of terms, researchers used the x? test for feature selection [6, 7, 8, 9]. To
address the ambiguity of synonymy, researchers used concept representation rather than
terms [8].

2.5 Representation of the Textual Documents

Document representation is a basic step in document clustering because currently, there
is no method that is able to process the unstructured text data [10]. So as a first step,
documents are transformed into a well-defined format to make the clustering process
easier. Document representation not only plays an important role in clustering but also
plays a major role in information retrieval. Following are some document representation

techniques in literature.



2.5.1 Bag of words

Bag of words is mostly used in information retrieval and text mining [11]. Simplest text
document representation is introduced in the vector space model framework [6, 7, 12].
In the Bag of words approach, terms appear independently and do not have any details
about word order or have grammatical relationship between terms [6, 11]. Simply, it
does not capture the relationship between words and loses the context [13]. For example,
both “John is quicker than Mary” and “Mary is quicker than John” have the same
representation even though it is different in context. But practically, two different
documents do not have the exact terms in the exact frequency until it copies the same
document [13].

2.5.2 n-grams

N-gram [7, 10] is a language independent text document representation technique [14].
This technique is used in spelling-related applications, string searching, prediction, and
speech recognition [14].

N-grams are simply n consecutive characters extracted from the document. To extract n-
gram from the documents n size character window, move through the document, moving
forward by fixed length (generally one) character at a time [14]. For example: the first
two 4-grams in the phrase “general knowledge” are “gene” and “ener”

Usually, n-grams generate more index terms than word-based representation for a
document [14] because word-based representation techniques allow the stop word
removal, stemming and lemmatization. But n-grams provide the garble tolerance to the

system [14].

2.5.3 Bag of phrases

Bag of phrases [8, 10, 15] was introduced to address the data sparseness problem in bag

of words [12]. In this approach, instead of words, phrases (sequence of words in the



sentences) are used to represent the document. This approach preserves the semantics

qualities but statistical qualities are very reduced.

2.5.4 Vector Space Model

The Vector Space model is one of the most commonly used models to represent text
[13]. Document text represented by a numeric vector obtained by a relatively important

lexical term in the document is known as a document vector [10].

Here, T: set of terms in the document, |T|: size of vocabulary, Wi
weight frequency of term k in document i

Representing the set of documents in the form of a document vector in a common vector
space is called a vector space model. It represents documents as an n-dimensional
vector, where n is the number of unique terms in the documents [13]. The commonly
used term weighting model is TF-IDF (term frequency—inverse document frequency)
[10, 11, 16, 17].

TF — IDF 4 = TF 4 * IDF;

Here, IDF, = 28"
DF;
N: Number of document in the collection, t: term, d: document

2.5.,5 Ontology-based representation

The major challenge of the vector space model is high-dimensional space due to
negating the subjectivity and explaining the ability [18]. Ontology based representation
[7, 8] mainly aims to consider different views of data and uses an ontology based
Concept Selection and Aggregation to build alternative data representation for the text

document [18]. Ontology based model also uses the vector space model to represent the



document text but instead of using terms in the document, it represents the concept of

terms in the document [7, 10]. In [18] core ontology is defined as follows:

(Core Ontology) A core ontology is a sign system O: = (L,F, C* ,H, ROOT), which
consists of

e Alexicon: The lexicon, L, contains a set of natural language terms.
o A et of concepts, C*.

« The reference function f with f :2' 2", f links sets of terms {Li } < L to the set of
concepts they refer to. In general, one term may refer to several concepts and one
concept may be referred to by several terms. The inverse of fis f-1

e A heterarchy, H: Concepts are taxonomically related by the directed acyclic,

transitive, reflexive relation H, (H c C* x C¥).

e Atop concept ROOT € C*. For all C € C* it holds: H(C, ROOT).

2.5.6 Continuous Bag-of-Words Model (CBOW)
This is a Word2Vec approach introduced by Mikolov et al. [19]. In this architecture, the
order does not affect the projection [19, 20]. CBOW uses a continued distributed

representation of the context [19] and predicts the current word using the context.

2.5.7 Skip-gram Model

The Skip-gram model [19, 20, 21] is an efficient approach to creating high quality vector
representation for a high volume of unstructured data [20]. The Skip-gram model uses
the current word to predict the surrounding word. Mikolov et al. [19] found that an
interesting property of the Skip-gram model is that simple vector addition produces
meaningful results [20].

e.g: vec(“Russia”) + vec(“river”) is close to vec(“Volga River”) [20]

10



Mikolov et al [19] use the test data set with a set of questions in the new Semantic-
Syntactic Word Relationship to compare the Skip-gram model and CBOW where the

CBOW model performs better in the semantic part of the test.

2.6 Preprocessing

2.6.1 Stemming and Lemmatization

Stemming [10, 13, 22] is the process of reducing the given text to their roots. Generally,
stemming chops off the ends of words without performing complete morphological
analysis [23]. Stemming is a language dependent process. Stemmers improve the recall
in information retrieval systems.

e.g., automate(s), automatic, automation all reduced to automat.

Lemmatization [10] is the process of reducing the inflectional/variant form of words to
the base form with the use of morphological analysis. Lemmatization aims to do proper
reduction and returns the dictionary form of words.

e.g., am, are, and is - be

Car, cars, car's, cars' - car

Both of these techniques help to reduce the dimension of document space by bringing

the inflectional form of words to the base form.

2.6.2 Stemmers for Tamil language

Tamil is a morphologically rich language and has high inflection in words. In general,
due to the agglutinative nature of the Tamil language, words have more than one

morphological suffix. The number of suffixes can vary from 3 to 13 [23].

Rule-based suffix stripping stemmer algorithm

The rule-based suffix stripping stemmer algorithm chops off the suffix of variant Tamil

words based on the rules. The algorithms are defined as follows [23]

Stepl: Eliminate the entire complex plural
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Step2: Eliminate the joint word suffixes.

Step 3: According to the identified suffix, the next possible suffix list is generated using

rules.

The problem with the rule-based suffix stripping stemmer is that for some Tamil words

it gives an infinite verb.

Light Stemmer

This was introduced to address the infinite verb problem in the rule-based suffix
stripping stemmer. Light Stemmer truncates the entire possible suffix with the intention

of preserve the meaning of the word [23].

2.6.3 Stop word removal

Stop words are most commonly used words in a language and not descriptive about the

document. Generally, stop words have high frequency in documents.

E.g: an, and, by, for, etc.. [English Stop words]

Stop word removal gives a faster and better clustering [13, 22]. By comparing

documents with the stop word list, stop words can be removed.

2.7 Document Similarity Measure

Measuring the similarity between documents is a base approach used to identify the
resemblance or separation between documents. Text similarity measures play a huge
role in document clustering, information retrieval, question and answering and etc.

applications.
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Terms in the documents can be similar lexically or semantically [17]. Lexically similar
terms have the same character sequence and semantically similar terms share common
context. Similarity measure calculations come under the following categories:

String based methods - lexical similarity, measure the resemblance between two string
words. Eg: Euclidean, Cosine and Jaccard. Here string vectors used to measure the
similarity using Euclidean and Cosine.

Corpus based methods - semantic similarity measure, calculate the similarity between
words using information from the corpora. Eg: Latent Semantic Analysis (LSA)
Knowledge based methods - semantic similarity measure, calculate the similarity
between words using semantic networks. Eg: similarity measure using WordNet

In general, similarity between the objects depends on the properties of object and
measures used for calculation [16]. Following are some algorithms widely used in the

literature to calculate the similarity in the clustering process.

2.7.1 Euclidean Distance

n
Euclidean (d;, d;) = Z(wti — wej)?
i=1

Where, di, dj : documents represent by their term vectors.

Termset T={t1...... tm} w: term weight

Euclidean Distance measures the ordinary distance between two points. Commonly used
techniques in clustering and default measure used with K-means algorithm [16].
Euclidean Distance is a metric because it satisfies all the following properties [16]:

1. The distance between any two points must be nonnegative, that is, d(x, y) > 0.

2. The distance between two objects must be zero if and only if the two objects are

identical, that is, d(x, y) =0 ifand only if x = y.
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3. Distance must be symmetric, that is, distance from x to y is the same as the distance

fromy to x, ie.d(x, y) = d(y, X).

4. The measure must satisfy the triangle inequality, which is d(x, z) < d(x, y) + d(y, z).

The Huang [16] experiment shows that on average, the Cosine, Jaccard and Pearson
measures perform comparably better than Euclidean distance in text document

clustering.

2.7.2 Cosine Measure

Z?:l Ai*Bi

Cosine measure defines as:
J2?=1(Ai)2* Jzz;l(si)z

Where, A, B: : weighted term in the documents.

When documents are represented in the vector space, similarities between documents
correspond with correlation between the vectors. Cosine similarity is a measure of
similarity between two vectors of an inner product space that measures the cosine of the
angle between them [17, 22, 24].

Cosine Measure is mostly used in a high-dimensional space and is a popular measure
used in document clustering [16, 17]. An interesting thing about Cosine Measure is that
it is very efficient even in sparse vectors, and only the non-zero dimensions are taken in

to consideration [22].
When experimenting with web page documents, [22] it was observed that the cosine

gives better performance than Euclidean and Euclidean-Jaccard. Also, Cosine runs much
faster than the other [22].
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2.7.3 Jaccard Coefficient

Jaccard Coefficient defined as: ‘222!
|AUB|

Jaccard Coefficient [7, 16, 25] is calculated by dividing the number of intersection terms
in the document by the number of union terms in the document. Jaccard Similarity
measures the range between 0 to 1, where 0 is when two documents are completely
different and 1 is where two documents are similar.

Friburger and Maurel [25] use the proper name for similarity measure. They noticed that
the proper name outperforms when the text is small and also that the Jaccard Coefficient
performs better than TF-IDF.

2.7.4 Inner Product Measure

A basic similarity measure, also known as dot product. Inner product [4, 7, 26] is
calculated as the weighted sum of terms in documents. Inner product between two
documents is defined as: Yi-; = A; * B;

Where, n: number of terms in the document vector.

The challenge with the inner product measure is the probability of single component
influence [26].

2.7.5 Pearson Correlation Coefficient

n YLy Wea*Weh—TFa*TFp

Pearson correlation is defined as:
[ Wi Tram S W)

Where, F; = YL Wy o, TF, = XL, Wy

Pearson correlation [16] similarity range from -1 to 1 where 1 is the total positive linear

correlation, 0 is no linear correlation, and —1 is the total negative linear correlation.
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2.7.6 Averaged Kullback-Leibler Divergence

In this approach, the document is treated as the probability distribution of terms [16]. It's
an information theory based clustering. The similarity between two documents is

calculated by taking the difference between the corresponding probabilities distributions.

Given two distributions, P and Q, the KL divergence is defined as Dy ,(P|IQ) =
P

Plog(a)

For documents, the averaged KL divergence:

m
Davg ks (tallty) = D (T X D(WeglIWo) + 15 X D(We p IW,))

t=1

Wta Wep

where, 1; = —*%— 1, = ———
Wta+Wep WeatWep

!Wt = T[l X Wt,a +7T2 X Wf,b

2.7.7 Latent Semantic Analysis (LSA)

Most popular corpus based techniques. Latent semantic analysis (LSA) [5, 15, 17] does
not use any knowledge base; it takes raw text as input and parses it into words defined as
unique character strings, and separates them into meaningful sentences or paragraphs.

In LSA, as the first step, text is represented as matrices where each row represents a
unique word, and each column represents sentences or other context. After that, LSA
applies singular value decomposition (SVD) to the matrix. SVD constructs a low-rank
approximation to the original term-document matrix, for
avalue of k that is much smaller than the original rank of the term-document
matrix. Then the new k-dimensional representation is used to compute similarities

between vectors.
Discussion

Related literature provides contradicting observations on the performance of these

similarity measurement methods.
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Nalawade et al. [22] noticed that for web page documents, the cosine measure performs
better than Euclidean distance and Euclidean-Jaccard and that cosine runs faster than

other approaches.

Huang [16] evaluated Euclidean distance, cosine similarity, Jaccard coefficient, Pearson
correlation coefficient and averaged Kullback-Leibler divergence with seven different
datasets covering newspaper articles, newsgroup posts, and research papers, where
Euclidean distance performs the worst, and the average KL divergence and Pearson

coefficient tend to outperform the cosine similarity and the Jaccard coefficient.

2.8 Clustering of Textual Documents

2.8.1 Hierarchical methods

Hierarchical  clustering [4,10,12,27,28] builds  hierarchy  of  clusters
gradually. Hierarchical clustering takes multiple steps to partition the data. Generally,

hierarchical clustering is divided into two categories:

1. Agglomerative method:

“Bottom up” approach, where initially, each object is considered as a single cluster and
then similar objects are continuously combined and moved up to create a single cluster.
The bottom up approach follows these steps [28]:

1. Initially, each document is considered as a single cluster.
2. From all clusters, two are picked with the smallest distance.

3. The selected cluster is merged into a single cluster and replaced with the new merged

cluster.

4. The process is repeated until all the documents are in a single cluster.
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2. Divisive method :

“Top down” approach. Initially, all the objects are considered as a single cluster and
recursively divided into two clusters until single objects get into a single cluster. The
divisive method follows these steps:

1. All the documents are considered as a single cluster
2. Repeated until all clusters are singletons
a) A chosen cluster is split

b) The chosen cluster is replaced with the sub-cluster

The similarity of clusters is calculated based on the linkage criterion [12]. Single-
linkage, complete-linkage, average-linkage and centroid-linkage are the most commonly
used measures. For inter-cluster distance in single-linkage, the shortest distance from
any member of one cluster to any member of the other cluster is taken, whereas in
complete-linkage, the maximum distance from any member of one cluster to any
member of the other cluster is taken, and the average distance is taken in average-
linkage. In centroid-linkage, each cluster is represented by its centroid and the inter-

cluster distance is taken as the distance between those centroids.
Main challenges of the hierarchical methods are:
e Scale - time complexity O(n?)

e Errors made in the early stage continue because most hierarchical

algorithms do not revisit once constructed
The pros of hierarchical methods are:
o Flexible in the level of granularity

« Can handle any attribute type
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2.8.2  Partitioning methods

Partitioning algorithms [3, 4,10,12,28] do a single-level division and results in a set of
clusters. Here, a single object belongs to a particular cluster. Clusters are represented by
a centroid, which is a summary representative of all the data points in the cluster.
Centroid may be a real data point in the cluster or may not be a member of the data set.
A document is put into a particular cluster if the distance between the centroid of the

cluster and the document vector is the smallest when compared to other cluster centers.

K-means Clustering Algorithm

The most simple and popular partition algorithm [4, 27]. K-means algorithms work well
with numerical attributes but not with categorical attributes [28]. The K-means
algorithm represents a cluster by its centroid, which is the mean of the data points. So it
can be affected only by a single outlier [28]. K-means clustering follows the steps

shown below:

e The algorithm selects K elements in the dataset as representative of clusters

(centroid).

e The rest of the objects in the dataset are assigned to the closest centroid

according to similarity.

o The cluster centers are recomputed until cluster centers are not changed

The performance of the algorithm depends on initial centroid selection and number of

clusters. The time complexity of the algorithm is linear to the data points.

Variations of K-means Algorithm

1. Bisecting K-means:
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Bisecting K-means [4, 27, 28] splits all the data points into two clusters, then from these
two clusters, one is selected and split. The approach continues until K clusters are

produced. [20] shows that bisecting K-means performs better than standard K-means.

2. K-medoids:

In K-medoids [28] the algorithm selects a centroid from the dataset. The algorithm
selects a centroid as medoids so dissimilarity to other data points is minimal. Also,
mediod are influenced less by the outliers. Moreover, it presents no limitations on

attribute types. K-medoids has two types:
PAM (Partitioning Around Medoids):
CLARA (Clustering LARge Applications)

PAM is the most commonly used K-medoids algorithm.

3. K-Means++:

K-Means++ augments the traditional K-means algorithm with a simple randomized
seeding technique showing high accuracy and speed than K-means [4].

4. Adaptive K-Means:

Adaptive K-Means does the partitioning without depending on the initial centroid
selection. The algorithm re-arranges the clusters when new elements are added to it.
Also, it sometimes merges the clusters and creates new clusters to reflect better

partitioning [24].

5. X-means:

Address short comes of K means. X-means [29] decides the appropriate K value so users

do not need to define K values. After each iteration of K-means, X-means decides the
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subset of the current centroid needed to split the base on BIC (Bayesian Information

Criterion) computation.

6. W-Kmeans:

W-Kmeans enhances the standard K-means algorithm by enriching the articles using

hypernyms [12]

2.8.3 Model based methods

This is a conceptual approach. Here, data is considered as a sample drawn from
independent models [28]. So it generates a model to represent the data. Data assignment
to clusters is also handled by the generated model [4, 10].

The Gaussian mixture model is a general probability based model-based method.
Kohonen’s Self-Organizing Maps (SOM) is another widely used model-based clustering
approach [10]. Ant based method is another interesting approach stimulated form real
ants [10].

2.8.4 Density based methods

This approach distinguishes the clusters using dense areas separated by sparsely dense
areas. This approach is protected from outliers [4, 10, 28] and is capable in handling
arbitrary shape clusters. DBSCAN (Density-Based Spatial Clustering of Applications
with Noise) and OPTICS (Ordering Points to lIdentify the Clustering Structure) are
general density based clustering [4]. This approach is divided into two types [28]:

e Density-Based Connectivity Clustering

e Density Functions Clustering
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2.8.5 Grid based methods

This approach divides the data space into cells to form a grid and continues the
operations with objects belonging to cells [4, 10]. This approach groups the objects at a
hierarchical level. This approach is mainly used for spatial data [28].

2.8.6 Affinity propagation

This approach use message passing between the data points. Each data point receives
massage about the availability from exemplars and send the responsibility message to
other exemplars. By summing up the availabilities and responsibility data points find the

exemplars [30, 31].

2.9 Document/News Clustering Discussion

According to the experimental evaluation carried out by Nanayakara and Ranathunga
[4], when applying distance-weighted cosine as a similarity measure with merged
similarity of proper names and weighted article title words, Sinhala News Clustering had
a marginal improvement in performance. Nanayakkara and Ranathunga [4] also found
that removing stop words improves the performance.

Zhao and Karypis [11] proved that partitioning algorithms always performs better than
agglomerative algorithms for large document clustering because early agglomerative
errors make agglomerative algorithms performance low [11]. However, partitional
clustering algorithms perform better for large document datasets and needs relatively
low computational requirements [11]. To prove this, Zhao and Karypis [11] introduced
constrained agglomerative algorithms, which have the joint features of both partitional
and agglomerative algorithms.

Steinbach et al. [27] compare agglomerative hierarchical clustering with K-means where
K-means performs better and efficiently in the document domain. Moreover, bisecting
K-means performs better than standard K-means. They mention that multiple runs on

standard K-means and incremental updating of centroids may be the reasons for K-
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means outperforming agglomerative hierarchical clustering. Bisecting K-means creates
clusters relatively of the same size, but K-means creates clusters that differ in size so
that may lead to why bisecting K-means outperforms. When the document belongs to
different classes nearest neighbors, the probability of agglomerative hierarchical
clustering mistakes is high, but K-means and the bisecting K-means using the global
approach outperforms.

From the Bouras and Tsogkas [12] W-k means (cluster the news articles using WordNet
and K-Means) outperforms the standard K-means and partitional algorithms better than
hierarchical clustering techniques. In this research, W-k follows a two-step process. The
first step enriches the articles using hypernyms and the second step labels the clusters.
They find that stemming and finding the noun in the news improves the performance by
5-15% depending on the clustering algorithm.

2.10 News clustering systems

Nalawade et al. [32] introduce an Event Registry system. Event Registry identifies the
actual event and creates the cluster across multiple languages. Also, Event Registry
differs from the news aggregators because it creates clusters dynamically rather than
having a predefined set like business, sports, politics, etc. They collect the news from
RSS feeds. Using the bag-of-word model, they represent the articles and maintain the
unordered list of words and frequency of the words. By applying TF-IDF, they compute
the similarity of the article with centroids of an existing cluster. Similarity between the
article and the cluster centroid is calculated using similarity of text, concept mentioned
(by wikification - using Wikipedia as the knowledge base link the entities) and from the
date difference. If the similarity is higher than the threshold, the article is added into the
cluster or a new micro cluster with a single article is created. If the micro cluster reaches
3-6 articles, it is considered as an event. The threshold for the event depends on the

language.
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Nanayakkara and Ranathunga [4], introduced news clustering system for Sinhala.
Nanayakkara and Ranathunga [4], used Term Frequency -Inverse Document Frequency
(TF-IDF) vector structure to represent the articles and used similarity measurement
based approach to cluster the news. To improve the performances of the system removed
the stop words in the articles, distance weighted cosine measure for similarity and

merged similarity based on proper names are used.

2.11 Clustering Results Evaluation

Cluster evaluation is used to test the quality of clusters generated by the clustering
algorithms. Goodness or quality is the measure used for clustering. Clustering evaluation
methods are divided into two core categories.

e Internal Quality Measure [27]

Compare diverse clusters without reference to external knowledge. Here “overall
similarity” and dissimilarity between the elements of different clusters are used to
calculate the quality.

e External Quality Measure [27]

Clusters generated by the clustering algorithms compared to known classes and quality
of clusters measure. Entropy and F-measure are example of external quality measures.

Some of the widely used evaluation measures are as follows:

1. Entropy
Entropy [4, 16, 25, 27] measures the quality of clusters based on the distribution of

classes in a clusters. Entropy is calculated as follows:

Ej = —Z P;jlogp;;
Pij = Probability that member of j belongs to class i
Total entropy for set of clusters is as follows:

n; * E
E, = Z—
n
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Where n; is the size of cluster j, is the number of clusters, and n is the total number of
data points.
If a cluster holds data from a single class, the entropy will be zero and smaller entropy

means better clusters.

2. Purity

i

Purity [16] is defined as P(C;) = %mf?x nh
Where, C;. cluster, nj - cluster size, max n! - number of documents from the dominant

category in cluster Ci, n!* -number of documents from cluster C; assigned to category h
It calculates the coherence of the cluster. Simply evaluate how much a cluster contains
objects from a single class [16]. If purity is high, cluster quality is also high. Purity is 1

for a cluster containing documents from a single class.

3. F-measure (F-score)

F-measure [4, 10, 11, 27] is based on the precision and recalls concepts from
information retrieval [27]. Precision and recall are defined as

Precision: the fraction of retrieved documents that are relevant [4]

o No of relevant items retrieved
Precision =

No of retrieved items

Recall: the fraction of relevant documents that are retrieved [4]

No of relevant items retrieved
Recall =

No of relevant items

F-score defined as: f; = (1 + B2) esion tRecal_ )

B2%xPrecision+Recall

2sxPrecision*Recall

The balanced F-score (F1) defined as [4, 27]

Precision+Recall

F-measure for the total clustering result can be calculated as F = Z%max (F) [27]
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4. Pairwise F-measure (F-score)
This approach measures the clusters based on how many member pairs two clustering

have in common and dissimilar in the cluster [4].

Discussions
Entropy and F-score are widely used in the literature to evaluate the cluster quality.
Steinbach et al. [27] used Entropy and F-score to measure cluster quality both performs

well.

2.12 Web Crawling
To cluster the news items, it should first be crawled automatically from the internet.

Some open source crawlers are:

Crawler4j
Crawler4j provides a simple interface to crawl that supports multithreading and is a Java

open source web crawler. It does not support “robots.txt”. [4]

Bixo:
It’s an open source mining tool. It’s based on cascading APIs run top of Hadoop

clusters. It is good to handle large collections [4].

DataparkSearch:

Open source search engine and crawler supporting index.[4]
Apache Nutch

Highly extensible and scalable open source web crawler. Written in java and works
under Hadoop. It supports batch processing so configuration is a bit challenging. [4]
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Sphider
Sphider is a PHP search engine with MySQL. It is open source. It helps to integrate
search facility to existing websites. [4] Since it uses a relational database, it is difficult to

scale to millions [4]
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CHAPTER 3- METHODOLOGY

3.1 Overview
Figure 3.1 shows the outline of the Tamil News Clustering system. The system consists
of three modules, namely,

1. The Tamil News Article Data Collection module

2. Data representation module

3. The Tamil News Article Clustering module

This chapter consists of three sections. In the first section, the sources used to collect the
data, and the methodologies used to collect the data are presented. The next section deals
with the preprocessing techniques used to process the data and the techniques used to
represent the data collected. Finally, the third section is about the approaches used to

cluster.

N\ N\ ™\ =
News News News
. . X —> Clustered
[ Collection ) | Representation ) Clustering Articles

Figure 3.1: Outline of the Tamil News Clustering system

3.2 Tamil News Article Data Collection

This section describes the details of the Tamil news data collection across the web and
extracting relevant data from them. This module consists of the details of the Tamil
news sources used, crawling methodology used to collect the essential news articles,

approaches used to extract the needed content from crawled news article pages and the
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common format used to store the collected data. Figure 3.2 shows the outline of the

Tamil News Article Data Collection module.

This is an independent module responsible for Tamil news collection. Therefore, this

module can be used for different natural language processing tasks like creating the

——=  Crawl the news Extract the required
articles data

Tamil news corpus.

News ———— Save in a common
Data format
\

Figure 3.2: Outline of the Tamil News Article Data Collection module

3.2.1 Tamil news sources

There are many online news providers for the Tamil language. Some of them do not
update their pages frequently (eg: “Srilanka Mirror’®). Further some authors publish the
same content to two different websites (Eg: ‘Hiru News’’ and ‘Sooriyan News’®).
Moreover, some are publishing newspapers as digital images (Eg: “Tamli Murasu™®).

Additionally, when selecting the news sources UTF-8 character encoding support

6 https://tamil.srilankamirror.com

" http://www.hirunews.lk/tamil/

8 http://www.hirunews.lk/sooriyanfmnews/

9 http://tm.dinakaran.com/
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requirement is also considered. Table 3.1 lists the Tamil news sources used for this

research.

Table 3.1: Tamil news sources

News Sources

Source Type

URL

Ada Derana Online News Site | http://tamil.adaderana.lk/

BBC Online News Site | https://www.bbc.com/tamil
ITN Online News Site | http://www.itnnews.lk/ta/
News First Online News Site | https://www.newsfirst.Ik/tamil/

Sooriyan FM News

Online News Site

http://www.hirunews.lk/sooriyanfmnews/

Tamilmirror Online News Site | https://www.tamilmirror.lk/
Thinakaran Online Newspaper | http://www.thinakaran.lk/
Thinakkural Online Newspaper | http://thinakkural.lk/
Virakesari Online Newspaper | http://www.virakesari.lk/

3.2.2 Web crawling

As the initial step, it is necessary to collect the data from the identified news sources
listed above. An open source Python base ‘Scrapy’!? crawler was used for this purpose.
Scrapy is a free and open source framework written in Python. Scrapy has good
documentation and very good support resources over the web. Scrapy was selected as it
is easily configurable and easy to handle using Python. Moreover, the process of

extracting the related content and saving the data is made easier by Scrapy.

News Crawler
The main functionality of the news crawler is to decide whether the URL should be
visited or not, and then download the pages and extract structured data from the

downloaded web pages.

10 https://scrapy.org
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In this research, a crawler is used to crawl the data from news sources. For each
individual news source, a unique instant of crawler was used. Crawlers have been
defined to decide whether a given link must be visited or not. To visit a URL, the
following conditions must be satisfied:
URL must belong to allowed_domains

A static field is used to get rid of irrelevant data. Allowed domains lists the domains
that the crawler is able to crawl. This helps to avoid non relevant web pages such as
advertisements getting collected.

Moreover, crawler implementation has strat urls as seeds and some crawling
parameters. Seeds were used to avoid the unwanted data and duplicate data. For example
‘http://www.virakesari.lk/category/local'’ was selected as the seed instead of
'http://www.virakesari.lk’ to avoid unrelated news like gossip news. Table 3.2 lists the
sample seed URL for the news sources.

Table 3.2: Seed URL list

News Sources Seed URL

Ada Derana http://tamil.adaderana.lk/news_archive.php

BBC https://www.bbc.com/tamil/sri_lanka

ITN http://www.itnnews.lk/ta/local/

News First https://www.newsfirst.Ik/tamil/category/local/

Sooriyan FM News http://www.hirunews.lk/sooriyanfmnews/local-news.php
Tamilmirror http://www.tamilmirror.lk/news/175

Thinakaran http://www.thinakaran.lk/news

Thinakkural http://thinakkural.lk/article/category/local

Virakesari http://www.virakesari.lk/category/local

In addition, the following parameters were used in the crawler:
e FEED_URI (full path the file to be save) = */ %(name)s.xml
e FEED _FORMAT = ’xml’
e FEED_EXPORT_FIELDS =[‘URL’, ‘TITLE’, ‘BODY’, ‘DATE’]
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The crawler starts the execution by making a request to the URLs defined in the
start_urls. After that, the crawler calls the callback method and passes the response

object as an argument.

3.2.3 News article content collection

Once the content of the URL is downloaded, the URL, title of the news, news content
and the date the news was published, are extracted and collected. There is no constant
pattern for the design of news web pages, and it varies from one provider to another. So,
it become challenging to extract the title, body and date of the news. Moreover, news

web sites include advertisement, links to other websites, etc. in the news page in addition

to the actual news content.

Figure 3.3: News website
To overcome these challenges, the page format of each news source was thoroughly
analyzed, and common patterns were identified. After that, the pattern was searched
inside the HTML to extract the title, body and date. For example, most websites have
article tags and inside that, the title, body and date of the news are included. Figure 3.3
shows the sample news source. This approach is vastly based on heuristic techniques
and may need modifications when the news providers update the design of their website.

Figure 3.4 shows sample extracted news content.

32



|

File Edit Format View Help

<?xml version="1.0" encoding="utf-8"?><items><item><URL>https://www.bbc.com/tamil/sport</URL><TITLE>QflD STe: S6mL SeneT ST HhISD G
><DATE>15 gg®emnev 2018</DATE></item><item><URL>https: //www.bbc.com/tamil/sport</URL><TITLE>&MUUGS o &BETLENL : &0 €6 260 G5Mly UTlens 6
A E5s auaguth</TITLE><BODY>GUML W @FTLREW 4615 BliL 86 audvgdlwih Sieofl st smine Wweflwy Gsme UL Gusugglwih @raSaurbansalll peires
cMbE; Crranls HETY 51 - 8 H5aLEET</ TITLE><BODY>@BEIW swaLibs efFemeny Gafl wrsalldar upsisetlda @heaunba UL auCaTssT Spm U allsas
tps://www.bbc. com/tamil/sport</URL><TITLE>2 u&& G&MilanU SMaLbs: @MmEIL UL 1 &5E OFusinT @i arbS?</TITLE><BODY>19901h b0 g5@ana 4
018 smeLBE: Ly meten, Queawih, @rBlarbs Gaubmlss 2 seailw Gl Gl </ TITLE><BODY>Lrmersy Hyemfluilsy 2 ster 23 afyraeflss 16 afpFseflsar QubEDTTa
il QUHHED @EmEBES CHTLmUmW enslILbhmib HsEAMIW EE6T QTS QML BT 6TedTmn GILIMhsm e G miLh.</BODY><DATE>10 &@anew 2018</DATE></it
slauBLh Blemeuu ey, nTeT SamLsnaTanil gL Benl WanliLGiSS g GHlss SamannsETalnns Frl g6 allumGssiiul 6 aumH mal.</BODY><DATE>16 Z0ame.
WTEThEE 568 Heiflarms sbs allausmul.</BODY><DATE>20 @ 2018</DATE></item><item><URL>https : //www.bbc.com/tamil/global< /URL><TITLE>S
Y><DATE>19 &=®ane 2018</DATE></item><item><URL>https://www.bbc.com/tamil/sport</URL><TITLE>2 aus&GSTUENL STEILIGSL 28 Spa(h&EBEHE Ll6r 246
& @ES CUTS, @il 155 @6Tmi &Taney 7,45 emeiley LTS8 F &6 BLESIUL GisTensmes euneSeny g rlallsser. </BODY><DATE>9 g@ane 2018< /DATE></item
QN BHS55aM 2WUSHET WeTUTS Seusruiflil BLeaulg Sansule FOLL L SIL T, {anLWmeT 2 aore Seilif L flain FEHIUL 1 (BiSaTT. </BODY ><DATE> 7 9ansy 2018<,
@reu</TITLE><BODY>@E8 EsmsmailihE Sp5T6ams @auersiiw trswng auegsdst Cusamasuiley, "néser 2 flennsanst BrisHT QsTLThS & mSINLESS GaUTD. S
T HDOUGSSUULL BTG Sweill HaFT Blanaanil (De6HE Q5Mam@iabS6Tens JBBTL () H4T8.</BODY><DATE>19 06 2018</DATE></item><item><URI
1! Brest er SRS, ganlod GHILUSHS CFTHSaIT, 2 ESaneTIGLITE M suFEITT &OHIhUSmS CFF S a6T &6 Gamm(h S6r LTSS LS LLLT?" §TaTm Bl
w.bbc.com/tamil/sri_lanka</URL><TITLE>"ambunBESTLenL Semnnsh UMY CETESSHMHSTSL UWTUBSSIULTS"</TITLE><BODY>ambUTBESTUenL Sia
8</DATE></item><item><URL>https://www.bbc.com/tamil/sri_lanka</URL><TITLE>LeI5E556E aTams 058 Q57658 s 15 BLaIQ Sams: Fum
CMT&ET. HHGHE QFUIFSHET 2 60TenI0WIGIE GTETLNS I0&HEHSE LW en6ulILg SI6TinnS 2 6TeT5Me Sreus siemmuiler) sam@ermeor.</BODY><DATE>20 m@ansu 2018
0DY><DATE>20 gg@emsv 2018< /DATE></item><item><URL>https://www.bbc.com/tamil/science</URL><TITLE>14 spuiiyib suaitr(DeEh&E W6l SWTFl&siurL
s://wwwi.bbc.com/tamil/global</URL><TITLE>@@anflsamer smennwns elinfEss Gib: Bield nmhHmn&gse srysi esrer?</TITLE><BODY>BTL g susTsT Q5
Mo Gam Lmenguie QFwWsLIBHiSS Geussm(Hilh 61651 S M TT&HET. @) 6T GQeT(H ST @hg smens HIU L Co Ggameauuilevsmney 616iT @l eTmeuri.</BODY><DATE>18 m9smeu 2018<
Flemw UMFLLUATSE G636 CssTalluh ereelILNLH UG B)6UER6. SLETIT6, @hHSE ST Flemu UMTUILFSET, UTFLUILIGT fpeulh FiGETaq L0601 LIITSET, 6THS @M1
(b GHLITEE GadT QUTTSNS ST CHTELLE & 6TeTemell HHbHS FOWLEFL G586 @HHES GeaflGWw GUITS Q& MeTe Mg, I FF@Ehs G GL UG @ @RGs @h
><URL>https://www.bbc.com/tamil/sri_lanka</URL><TITLE>@euiens: 500615 HTensT 6T LIS ST6ONTI06 Su&&ULLLeTSeT 6T 2 meflemiaer GUTTmLLD</TT
2 sLES semsualBl, SR C5FIE sal LannUIL6 Sensual(bLomer @\Im.Fhnbser Qsrlealssmi.</BODY><DATE>24 e3@61 2018< /DATE></item><item><URL>https:/
ps://www.bbc.com/tamil/science</URL><TITLE>Blw LG BILL S5 SLUWNSESHNE eeitem Beoreno?</TITLE><BODY>ipleflweumeniamersi ellendaiigsemer g
gawuiflsameilan, GULUTS OFThsé HLFIWW qwbs HD(GLUIS ST, HOmLarhsamer RSS!, STer HLILIGF QameeelTealasncy ererm elletsasin el SaleTermi.</BOD'
m><item><URL>https://www.bbc.com/tamil/india</URL><TITLE>&LT samenL Hlmaiom: sdiba euplh urgbuilusans srés WwWn& </ TITLE><BODY>&ILT @)
MBS HEHEHG WL HHSTEONT 6Ve0Sl UERT G lh BlenDhs BeuisEhs&s@LI0N eerD FHESHD ghUbB S D" </BODY><DATE>19 g79ame 2018</DATE></item><item><UR
LS ‘Foellelr HanseT wusEWST BL GHeelld Sme?</TITLE><BODY>"@5a 110505 DE HhFAUTN 2 6161 anWSHDES @FaGaIHID eraTUSTeD, GHie G

Figure 3.4: Sample extracted news content

3.2.4 News data storing
Collected data was saved in the .xml file using UTF-8 encoding. The following structure

is used to save news data.

<item=
=IJRL=URL of the page</URL>
=<TITLE=Tile of the news=/TITLE=
<BODY>News description=BODY=>
<DATE=News published date</DATE=

</1tem=

Figure 3.5: News data file structure

Figure 3.6 shows a sample news data file.
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<item>
<URL> https://www.newsfirst.lk/tamil /category/sports/</URL>
<TITLE> Gevmens afgfseflar gsi@uunlL egmel] efipeAlwenL GEs geor? </TITLE>
<BODY> @evmens Rfl&sQ &Ll o ewufluller uuﬁlmgy[_r,u’rr& FHB&ES mgg@amﬁmm TG NTE], S}
uupmiBTTe Seurer Furaiayn FlwublssUul(H @@ EBLLD &L HSIeTearsl.</BODY>
<DATE> 01 Dec, 2018 </DATE>
</item>
<item>
<URL>https:/ /www.newsfirst.lk/tamil /category/world/ </URL>
<TITLE> BI&I@&eaum 160 RarmGLUB&EE aBnns sl NS 655 SHQuiflsasr </TITLE>
<BODY>wgB\W 2Qwnl&Es BILmear BlaErgeaumailer glener gearmEuB QrmerflGwr wpifleGoumelhE
(Rosario Murillo) e8\grs, 2Qwl&ar s saner B\ & si16Tensl.</BODY>
<DATE> 28 Nov, 2018 </DATE>
</item>
<item>
<URL>https:/ /www.newsfirst.lk/tamil /category/world/ </URL>
<TITLE> Q&Fsuaumuieu sempullmm&Ew @) erensl. GrmGum efleorseuld BIFMTaNMEG LiensLILILID
g wg </TITLE>
<BODY> mrem eflesurQeuerd] emnwSS M aulgaueninssLILL L ngew Crmum eflarseuld @ eTensL, 7
IDMEREISEESEGL LNNE QFaamil BrssGa Qaummarnms sarulnmGiu BG5S Flev
pBlblL RS GuCw 5mar B S5S YenSLILLBISaeT HTEMNNHE < suliiluerensg.</BODY>
<DATE> 27 Nov, 2018 </DATE>
</item>
<item>
<URL>https:/ /www.newsfirst.lk/tamil /category/world/ </URL>
<TITLE> sudlpss6Inesns CumquilLib BEwsel Gsmepb 518ps wseveuy </TITLE>

Figure 3.6: Sample news data file

3.3 Data representation

embedding techniques were used to represent the data.

3.3.1 Pre-processing

the following structure.

<NEWS>
<INDEX>Index number for news</INDEX>
<URL>URL of the page</URL>
<TITLE>Title of the news</TITLE>
<BODY>News description</BODY>
<DATE>News published date</DATE>
</NEWS>

This section describes the details of the data preprocessing and data representation
technologies used. The data saved in the .xml file cannot be directly used for similar
calculation and clustering. Data should be converted into a well-defined format. In this
research, Term Frequency - Inverse Document Frequency (TF-IDF) and word

The pre-processing approach consists of a few steps. As the first step, an index number

was added to every news article for easy handling. After that, data was formatted into
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As the next step, individual news articles were identified using the <NEWS> token, and
the title and body of the news were identified using the <TITLE> and <BODY> tokens.
After that, title and body of the news were tokenized into individual words using the
following delimiters:

e White space characters - Space, Tab, Newline/Carriage return

e Punctuation marks

Following the tokenizing process subsequently, the punctuations marks are removed.

3.3.2 Term Frequency-Inverse Document Frequency (TF-1DF) vector
The Term Frequency-Inverse Document Frequency (TF-IDF) for each word is
calculated and the TF-IDF vector is constructed for every word of all articles.

3.3.3 Word Embedding model

A skip-gram [19, 20, 21] word embedding model was created using 1 728 158
documents with 21 077 843 words. The model was created with a vector dimension of
300.

In addition to the data collected from the above approach, we have used the data

collected by Farhath [40] to create the embedding models.

News articles vector is calculated by averaging the word vector of each and every word

in the news article.

3.4 Tamil News Article Clustering
This section explains the process carried out for news clustering. The news article

clustering module consists of similarity calculation and clustering.
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3.4.1 Similarity calculation

Whether two articles are associated with respect to content or not is decided by using the
similarity between the articles. In this research, cosine similarity [4, 17] was used to
measure the similarity between news articles, where a high score indicates that the
compared two articles are similar in their content and a low score indicates no relation

between them.

3.4.2 Tamil news Clustering

News articles need to be clustered with respect to their content similarity. Using a
labeled data set to group the news articles is very challenging since the news changes
dynamically. It is very hard to predict the number of clusters in advance since the
number of clusters heavily depends on the collected news article content. These make it
impossible to use popular clustering algorithms like K-means, agglomerative clustering
algorithms etc.

Bearing in mind the above factors, algorithms that can define the number of clusters
dynamically according to the content were selected. It eliminates the need to define the

number of clusters beforehand.

In this study, two clustering algorithms were used.

e One pass algorithm

This approach was introduced by Leban et al. [32] and used by Nanayakkara and
Ranathunga [4] to cluster the articles. This algorithm was able to define the number
of clusters according to the content, no need to define the number of clusters earlier.
A THRESHOLD value is used to define the clusters. Optimal THRESHOLD value

was obtained by carrying out a number of experiments with test data sets.
The algorithm works as follows,

1 Allocate the first news article to the first cluster and make it the centroid

of the cluster
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2 For all remaining articles,

e Calculate the similarity between the news article and each of the
existing cluster centroids

e Determine the maximum similarity (Similarity Max) value for a
particular news article

e If Similarity Max >= THRESHOLD add the current article to the
cluster with the maximum similarity value

e Update the cluster centroid by getting the mean value of all the
news articles

e If Similarity Max < THRESHOLD add the current news article to a
new cluster and update the clusters list

« Affinity propagation

As discussed in Section 2.8.6, affinity propagation was selected as the clustering
algorithm since it is capable of clustering data and finding the number of clusters

simultaneously.

3.4.3 Baseline system setup

The baseline system was configured with TF-IDF as the document representing
technology and one pass algorithm was configured as the clustering algorithm. This
approach was used as the benchmark to compare the other approaches.

3.5 Alternative approach
By introducing different document representation techniques and different clustering
approaches, multiple alternative approaches were tried out to get the best result for

Tamil news clustering. Those are discussed below.
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TF-1DF with Affinity propagation Algorithm
In this approach TF-IDF was used as the document representing technology and Affinity

propagation was used for the clustering.

Word Embeddings with One pass Algorithm
In this case, word embedding was used to represent the document and One pass

algorithm was used for the clustering.

Word Embeddings with Affinity propagation Algorithm
In this case, word embedding was used to represent the document and Affinity

propagation was used for clustering.

3.6 Clustering based on title
Meedeniya and Perera [39] have demonstrated that text document grouping based on the
article titles gives high performance than groping based on the article body for English
documents. To verify the validity for the Tamil news article titles, the following
approaches were applied.

1 TF-IDF with One pass propagation algorithm

2 TF-IDF with Affinity propagation algorithm

3 Word Embeddings with One pass algorithm

4 Word Embeddings with Affinity propagation algorithm

3.7 Summary

This chapter discussed the background details of data sources, technical details of
automatic Tamil news collection and the clustering the collected articles according to
their content similarity. We used TF-IDF and word embedding techniques to represent
Tamil news articles, cosine measure used for the similarity calculation and we used one
pass clustering algorithm and affinity propagation for the clustering process. Further we

were able to create a word embedding model for Tamil news.
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CHAPTER 4 - EVALUATION AND ANALYSIS

4.1 Overview

This chapter presents the evaluation results and analysis of the techniques presented in
the thesis so far. To complete this study, how the objectives of this research have been
achieved is described in this chapter with evidence on contributions made by the thesis.
The results obtained were carried out through statistical analysis and are presented in
this chapter. The set of experiments done under each topic were discussed here under the

respective topics.

4.2 Data Collection

As the initial step, dissimilar sets of Tamil news articles were collected from multiple
news sources. News articles were collected on non-adjacent days to get the variation in
the data set. Each data set includes news articles collected from nine different news

sources listed in Table 3.1.

As the next step, baseline article groups were identified in order to use when comparing
the system generated clusters. Baseline news clusters were obtained by manual
clustering of articles. Table 4.1 shows the summary of collected article sets and manual
clustering output. For example, data set 3 contains 211 news articles and of that, 106
news articles were clustered into 25 groups and the remaining 105 news articles were

not put into any clusters and were treated as single articles.

Table 4.1: Details of the Datasets

Data Set Number of | Number of | Average Largest Grouped
Articles Clusters Cluster Size | Cluster Size | Articles
Percentage
Data Set 1 235 33 4.30 14 60.42%
Data Set 2 260 34 3.94 8 51.53%
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Data Set 3 211 25 4.2 18 49.76%
Data Set 4 236 30 4.13 15 52.54%
Data Set 5 270 27 5 25 50%

Data Set 6 193 27 4.4 8 61.13%
Data Set 7 168 28 3.25 7 54.16%
Data Set 8 258 32 3.75 13 46.51%
Data Set 9 254 33 3.61 17 46.85%
Data Set 10 | 255 32 3.91 20 49.01%

In order to evaluate the manual clustering, three data sets were given to two more people

and their clustering were compared with the above manual clusters. Fleiss' Kappa

statistic [4, 42] was calculated to evaluate the similarity between the manual clusters.

Table 4.2 show Kappa statistic values of agreement between manual clustering. The

evaluation scores of three manual clustering show good agreement. For instance, in the

dataset 5, all three evaluators agreed on 40 clusters while they had different opinion on 3

cluster. Out of 270 news articles only 6 news articles differently clustered.

Table 4.2: Kappa statistic values of agreement between manual groupings

Dataset Fleiss’ kappa value
Dataset 5 0.956
Dataset 6 0.940
Dataset 7 0.867
Mean (Average) 0.921
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4.3 Evaluation Method
The performance of the system was evaluated based on the Pairwise F-score. As
mentioned in Section 2.11, pairwise F-score is appropriate for evaluating the cluttering
outputs with different numbers of clusters.
For all cases to be evaluated, the pairwise F-score was calculated as below, with respect
to the above described manual clustering result.
For all the unique data sets [4],

1 The text file holding the data set was fed into the system and system-

generated clusters were saved.

2 The F-score was calculated as follows:

Calculate the number of news articles both manual cluttering and system
generated clustering share (a)
Calculate the news articles, that only in manual clustering contains (b)

Calculate the news articles, that only in system clustering contains (c)

F-score=

(2a+b+c)

4.4 Baseline (TF-IDF with One pass algorithm)
The baseline system was configured as per the description given in Chapter 3. In order
to evaluate the effectiveness of the baseline system, the following steps were carried out.

1. Test data sets were fed into the system and system generated groups were recorded.
2. For each test data set, the F-score with respect to the manual grouping were
calculated.

3. F-score obtained for each data set was recoded and analyzed.

Figure 4.1 shows the obtained pairwise F-score values and Table 4.3 statistically
analyzes the obtained F-score values.
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Figure 4.1: Effect of Baseline

Table 4.3: Statistical analyze of effectiveness of Baseline system (F-score values)

Mean (Average) 0.701
Median 0.682
Minimum 0.588
Maximum 0.837
Standard Deviation 0.077

4.5 Effectiveness of clustering based on TF-IDF with Affinity propagation
Algorithm

In order to evaluate the effectiveness of TF-IDF with Affinity propagation algorithm in
Tamil news clustering, the F-score with respect to the manual grouping was calculated
for each dataset. Figure 4.2 shows the obtained pairwise F-score values with the baseline

result and Table 4.4 statistically analyzes the obtained F-score values.
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Figure 4.2: Effectiveness of TF-IDF with Affinity propagation Algorithm

Table 4.4: Statistical analyze of TF-IDF with Affinity propagation Algorithm

Baseline (TF-IDF with One | TF-IDF with Affinity
pass algorithm) propagation Algorithm
Mean (Average) 0.701 0.516
Median 0.682 0.519
Minimum 0.588 0.426
Maximum 0.837 0.639
Standard Deviation 0.077 0.059

According to the obtained result, the baseline performs better than the TF-IDF with
Affinity propagation approach in Tamil news clustering in all the aspects like mean,
median, minimum, maximum and Standard Deviation of obtained F-score values. This
shows that the One pass algorithm performs better than Affinity propagation with the
TF-IDF document representing technique in Tamil news clustering.
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4.6 Effectiveness of clustering based on Word Embeddings with One pass
Algorithm

The evaluation scores of using word embedding along with one pass algorithm to Tamil
news clustering is described in this section. The evaluation of clustering quality is
calculated by measuring the F-score with respect to manual clustering. The statistical
analysis of the obtained F-score values is shown in Table 4.5 and Figure 4.3 shows the

obtained pairwise F-score.
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Figure 4.3: Effectiveness of Word Embeddings with One pass Algorithm

Table 4.5: Statistical analysis of Word Embeddings with One pass Algorithm

Baseline (TF-IDF Embedding with One pass
with One pass Algorithm
algorithm)

Mean (Average) 0.701 0.815

Median 0.682 0.825

Minimum 0.588 0.709

Maximum 0.837 0.883

Standard Deviation 0.077 0.047
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In Figure 4.3 and Table 4.5, it is clearly shown that using word embedding with one pass
algorithm performs better than the baseline in all the aspects like mean, median,
minimum, maximum and Standard Deviation of obtained F-score values. Also, it gave
promising quality improvements in clustering the Tamil news articles. Moreover, it
clearly show that word embedding for document repartition performs far better than TF-

IDF in Tamil news clustering.

4.7 Effectiveness of clustering based on Word Embeddings with Affinity
propagation Algorithm
The experimental results reported herewith are for the techniques explained under

section 3.5.3. The evaluation results are reported in Figure 4.4 and Table 4.6.
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Figure 4.4: Effectiveness of Word Embeddings with Affinity propagation Algorithm
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Table 4.6: Statistical analysis of Word Embeddings with Affinity propagation Algorithm

Baseline (TF-IDF with | Embeddings with Affinity propagation
One pass algorithm) Algorithm

Mean (Average) 0.701 0.459

Median 0.682 0.463

Minimum 0.588 0.378

Maximum 0.837 0.542

Standard Deviation 0.077 0.046

As reported in Figure 4.4 and Table 4.6, the baseline system performs better than the
Word Embeddings with Affinity propagation Algorithm in Tamil news clustering in all
the aspects like mean, median, minimum, maximum and Standard Deviation of obtained

F-score values.

4.8 Effectiveness of clustering based on article title
To measure the performance of the clustering base on the title, the following steps were

carried out.

1. Each data set text file was fed into the system and the generated results were
recorded here; both news title and body content are taken to account

2. Each data set text file was fed into the system and the generated results were
recorded here with only the news title

3. The F-score for above cases with respect to manual clustering was calculated
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Figure 4.5: Tamil news clustering based on the news title
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Table 4.7: Statistical analysis of Tamil news clustering based on the news title

Baseline | TF-IDF TF-IDF with | Word Word
with one affinity embedding embedding
Pass propagation | with one pass | with affinity
propagation
Mean 0.701 0.322 0.413 0.296 0.397
(Average)
Median 0.682 0.308 0.418 0.297 0.403
Minimum 0.588 0.238 0.333 0.235 0.322
Maximum 0.837 0.407 0.471 0.362 0.449
Standard 0.077 0.053 0.039 0.032 0.034
Deviation
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The result gained from the experiments clearly shows that clustering just using news
titles is not successful. This observation agrees with the observation made by
Nanayakkara and Ranathunga [4] on clustering Sinhala news articles and observation
contrasts with the observation made by Meedeniya and Perera [39] on a set of English
documents. It may be due to,

e Some news titles being very short with only two or three words providing very
little information. For examples, eNCsL  seopgIOIWMLEL...!!(special
discussion), iy Qeuefwmerg (Judgment Released), gms gwmy (Ready to
accept), eo Guiy ued (60 Killed).

e Some news titles report the event indirectly. For example:

In the following sample, both news bodies are talking about “YouTube service”
but in the first news title, it is directly pointing to the event whereas in the second
title, it is indirectly pointing.

<NEWS>

<TITLE> UPDATE: YOUTUBE G&emeu euem&GS SmbNwig (Youtube services back

to normal) </TITLE>

<BODY> 2 eufletT (pgeLlemen Qemeuunidgeniomes  Uliqulriiesr GCgemen  WBesoi(BLd

QIMGGS H(HLDLTNU|6Teng. </BODY>

</NEWS>

<NEWS>

<TITLE> 2_e0e0&GW uguyLiumgEujemer enLwib..! (The thing which makes world excited)
</TITLE>

<BODY> 2 _eu&l6t1 LNJL6L &CLNS 6UMEVSHSENIDMGIT  youtube HHGCLITE)
QEWALPHSI6TaTHTE QsFlaNssUUL (BeTeng. </BODY>

</NEWS>

The following subsections discuss how title-based clustering and title and body-based

clustering works for different approaches:
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4.8.1 Effectiveness of clustering based on article title using TF-IDF with One pass
algorithm

As shown in Figure 4.6 and Table 4.8, title and body-based clustering performs better
than only title based clustering in the TF-IDF with the one pass algorithm approach.
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Figure 4.6: Tamil news clustering based on TF-IDF with One pass algorithm

Table 4.8: Statistical analysis of Tamil news clustering based on TF-IDF with One pass

algorithm
Title and Body Title
Mean (Average) 0.701 0.322
Median 0.682 0.308
Minimum 0.588 0.238
Maximum 0.837 0.407
Standard Deviation | 0.077 0.053
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4.8.2 Effectiveness of clustering based on article title using the TF-IDF with
Affinity Propagation Algorithm

As shown in Figure 4.7 and Table 4.9 title and body-based clustering performs better
than only title based clustering in the TF-IDF with affinity propagation algorithm
approach.
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Figure 4.7: Tamil news clustering based on TF-IDF with Affinity propagation algorithm

Table 4.9: Statistical analysis of Tamil news clustering based on the TF-IDF with

Affinity propagation algorithm

Title and Body Title
Mean (Average) 0.516 0.413
Median 0.519 0.418
Minimum 0.426 0.333
Maximum 0.639 0.471
Standard Deviation 0.059 0.039

50



4.8.3 Effectiveness of clustering based on article title using Word Embedding
with One pass algorithm

As shown in Figure 4.8 and Table 4.10, title and body-based clustering performs better
than only title based clustering in word embedding with one pass algorithm approach.
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Figure 4.8: Tamil news clustering based on Word Embedding with the One pass
algorithm

Table 4.10: Statistical analysis of Tamil news clustering based on Word Embedding with

the One pass algorithm

Title and Body Title
Mean (Average) 0.815 0.296
Median 0.825 0.297
Minimum 0.709 0.235
Maximum 0.883 0.362
Standard Deviation | 0.047 0.032
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4.8.4 Effectiveness of clustering based on article title using Word Embedding
with Affinity Propagation Algorithm

As shown in Figure 4.9 and Table 4.11, title and body-based clustering performs better
than only title based clustering in word embedding with the affinity propagation

algorithm approach.
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Figure 4.9: Tamil news clustering based on Word Embedding with Affinity Propagation
Algorithm

Table 4.11: Statistical analysis of Tamil news clustering based on Word Embedding with
Affinity Propagation Algorithm

Title and Body Title
Mean (Average) 0.459 0.397
Median 0.463 0.403
Minimum 0.378 0.322
Maximum 0.542 0.449
Standard Deviation 0.046 0.034
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4.9 Effectiveness of document representing techniques and clustering techniques.
With the motive to achieve more fluency in the output, multiple experiments were
carried out with different clustering algorithms and different document representing

approaches. Results acquired for those experiments are discussed below.

4.9.1 TF-IDF Vs Word embedding
To identify the best document representing approach for Tamil, we have compared the
results obtained from different clustering approaches in Table 4.12.

Table 4.12: Statistical analysis of documents representing approaches

One pass Algorithm Affinity propagation Algorithm
TF-IDF Word TF-IDF Word
Embedding Embedding

Mean 0.701 0.815 0.413 0.459
(Average)
Median 0.682 0.825 0.418 0.463
Minimum | 0.588 0.709 0.333 0.378
Maximum | 0.837 0.883 0.471 0.542
Standard 0.077 0.047 0.039 0.046
Deviation

The table clearly shows that word embedding outperforms than TF-IDF in both cases in

all the aspects like mean, median, minimum and maximum of obtained F-score values.

4.9.2 One pass clustering algorithm Vs Affinity propagation
To identify the best clustering approach for Tamil, we have compared the results

obtained from different word representing approaches, as shown in Table 4.14.
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Table 4.14: Statistical analysis of clustering approaches for Tamil news

Word Embedding TF-IDF
One pass Affinity One pass Affinity
Algorithm propagation Algorithm propagation
Algorithm Algorithm

Mean 0.815 0.459 0.701 0.516
(Average)
Median 0.825 0.463 0.682 0.519
Minimum | 0.709 0.378 0.588 0.426
Maximum | 0.883 0.542 0.837 0.639
Standard | 0.047 0.046 0.077 0.059
Deviation

The table 4.14 clearly shows that one pass algorithm outperforms affinity propagation
under both document representing approaches in all the aspects like mean, median,

minimum and maximum of obtained F-score values.

4.10 Overall Performance

As shown above, clustering news articles with title and body using word embedding and
one pass clustering algorithm gives better results. Therefore this combination is
considered as overall system performance. Table 4.15 shows pairwise F-score values
obtained for each data set and Table 4.16 show the summary of it. Figure 4.10 shows the

graphical representation of pairwise F-score values obtained for each dataset.

Table 4.15 pairwise F-score values obtained for each data set

Dataset Pairwise F-Score
Dataset 1 0.846
Dataset 2 0.81
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Dataset 3 0.845
Dataset 4 0.709
Dataset 5 0.799
Dataset 6 0.757
Dataset 7 0.823
Dataset 8 0.846
Dataset 9 0.827
Dataset 10 0.883

Pairwise F-Score

0.9

0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset5 Dataset 6 Dataset 7 Dataset 8 Dataset9 Dataset
10

o

M Pairwise F-Score

Figure 4.10: Pairwise F-score values obtained for each data set

Table 4.16 summary of pairwise F-score values obtained for each data set

Embedding with One pass Algorithm
Mean (Average) 0.815
Median 0.825
Minimum 0.709
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Maximum 0.883

Standard Deviation 0.047

As described in Table 4.16, we were able to attain an average of 0.815 with a standard
deviation of 0.047 Maximum was achieved for dataset 10 and minimum results were

obtained for dataset 4.

4.11 Discussion

We were able to develop a news clustering system for Tamil news with average
accuracy of 0.81 (measured with pairwise F-score) with respect to the manual clustering.
The best performance was achieved by applying word embedding and one pass
algorithm. Even though the system was able to cluster similar news in most of the cases,
it has failed in some cases.

For example, in the following case, the system has clustered four news articles taking
three different instances related to corpse into one cluster. In the example, first and
fourth articles talk about similar instances and the second and third are talking of two

different instances.

<NEWS>

<CLUSTER> 24 </CLUSTER>

<TITLE> gy,immMedl([bh <6001 ep(heurflest &Levld L (A male corpse recovery from a
river) </TITLE>

<BODY>&libLeiten, usgemest GQumedlerv NfleNHGLULL  Guilsstavaurf SNl
o étem  Hemem  YMOMEOBHE 6T RHEURlET  FLeOD  @6IM  (07)  HTEN6V
B sLUL (ReTeng). </BODY>

</NEWS>

<NEWS>

<CLUSTER> 24 </CLUSTER>
<TITLE> &Levlb epetimy LB Ly (A corpse recovery) </TITLE>
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<BODY>LeOMRIQSTeNL. - Lsiterteuey - SIWPILIgu NJCHFHHEL 2 een  eueTLILIGSH
@6TMN6L  Q(HE SMLILMTED  STOILLULTE FLEOWD epetim B SLLL (B6Teng).
</BODY>
</NEWS>

<NEWS>

<CLUSTER> 24 </CLUSTER>

<TITLE>Wjowner (Wenmulled 2 uNflphg et gLeold WL L (Recovery of the corpse
of a mysteriously dead man) </TITLE>

<BODY>L§gend Qumederv Nifleyd@GL ULl L &606Vlg SLOLOETEIT SFTLOSEHED LOFLOLOTET
pemouiled 2 uNFlPHS eRmHeuFle FLe0GmE Q6TmI</BODY>

</NEWS>

<NEWS>

<CLUSTER> 24 </CLUSTER>

<TITLE>@® Nenemensafler sheng &Leowns LB L (A father of two children recover as
corpse) </TITLE>

<BODY>U§Gemest  Gumedlev  MfleysGLulL  Guilsoiev  Quifl  CaMLL &&leyleren
BCymemLuNeOl([HHE <6001 6(heUFl6lT FL6VLD p6iTm @6dTm) </BODY>

</NEWS>

System failed to differentiate the following four new items related to arrest. First and
third news talking about arrest because of keeping guns and second and fourth are

talking about a foreign citizen’s arrest

<NEWS>

<CLUSTER> 23 </CLUSTER>

<TITLE>GIULUTSS ep6TmIL 60T BHLIJ 2(he] en&G| (Person arrested with a gun) </TITLE>
<BODY>Q&MavQ&TL, HIeuGLrsy LUGHuUNeL 2 drar aftlLmearmed @ bha
Qeuafpriged 2 MUSSH QFUIWIILLL. HUIUTEHS 60TMIL 60T HLIJ €2(HeU]T
&G QF WL (RemenTy. </BODY>

</NEWS>
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<NEWS>

<CLUSTER> 23 </CLUSTER>

<TITLE> Gumedl Brewild SrendEpleim QeueMBml (B e sms&gl (Foreign citizen
arrested with fake currency notes) </TITLE>

<BODY> GUITed BIewils &men&enen sneusbSHhhHe CeusMprl (B NFeng 62(heuT
NeSlwibsemev, L LTSS LNTCHFSSL MU H &G Q&L (RerTenmy. </BODY>
</NEWS>

<NEWS>

<CLUSTER> 23 </CLUSTER>

<TITLE> gliuré& womib QemGrruilsiL e @@weuj sndg (Two arrested with gun and
heroin) </TITLE>

<BODY> Q&MervQ&ML - §GCaGngy u@Gsuiled suursSulLer @Queanh GUl &g
QEwwiuC (peenssty. </BODY>

</NEWS>

<NEWS>

<CLUSTER> 23 </CLUSTER>

<TITLE> QeuefBTLLeu] (e sm&gl. (A foreign citizen arrested) </TITLE>
<BODY>5 guiigmd  epuUm GUTed  [HTEWILISHTETHEM6N D&GHEUFLD 606USH (HHS
QeuefBTL_L el e(hed] 0&G GFwiul (peremmy. </BODY>

</NEWS>

Further, the system was not able to cluster the few related articles. For example, it was
unable to identify the similarity of the following news items since they are written in two
different ways. All these news articles are talking about a criminal who was hanged for
sexually abusing a young girl.
o um&levgmened AMIH uTedluled GeNFGUITELD: Gmmeuren
SN&&eOL LU LMy (young girl Sexual Abuse in Pakistan: Criminal Hanged)
o UM&lervogmest HMID eueLVIME] - Q&HTeMeV: HISHHEOILLILIL LT[

GMMWETLL LU L eulj (Pakistan young Girl Rape - Murder: offender hanged)
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e 9 SMiNGemen HOHULNSGSH Q&ToIm @IDITe 160 GSHEeOL LILIL L medT
(Imran Ali hanged for raping 9 young girls)
e umTsHervHTelled MO LEOSTMEL GOMAUTENEG HiT5E S 6UIL_ 61 60T

HemmGeummLd (Execution of the criminal of a minor murder in Pakistan)

Further, an interesting thing we can observe is when we apply word embedding to group
some news articles which were written in different styles by different news providers.
For example, in the first case @upradib Quramibiol. Q&Ted and @UITELD QLOTSLOS)
gmedld refer to Ibrahim Mohamed Solih, which can be grouped together when we use

word embedding and it failed to group together when we apply TF-IDF.

<NEWS>

<CLUSTER> 37 </CLUSTER>

<TITLE> Lomemeug Seett 784,68 KQeréHudiums QUumamid Cramibol. QFmed

ugeNGuimy </TITLE>

<BODY>WmsnevEaNett 794618 LeamHUSHLTE QUITadD Qrambol. Q&med) (
Ibrahim Mohamed Solih ) @erm ugeNNFoTawIL Q&G Q&TEILT] . </BODY>
</NEWS>

<NEWS>

<CLUSTER> 37 </CLUSTER>

<TITLE>Lomemeugeett LSl Qerrdudilimemy @UUTELD QLmsLng §redls </TITLE>
<BODY> menev§allsd Siemsnulled QL LbQumm KermdHud CHHGHeN. THTHEL E&6T
&mjied GuMLiquil L. @Uuréd (&G &medls GQeumm </BODY>

</NEWS>

In the below example, Basil Rajapaksa is written in different ways like L&ev, QueSlev

by different news providers. This is addressed successfully by our approach.
<NEWS>

<CLUSTER> 92 </CLUSTER>

<TITLE> Qem&HuSu|d uHID e(HLONCHILD GCudH </TITLE>
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<BODY> g6m&lus enngEiflume MCHFeTaD , (LPEITEIT6T HMDFF] LIFI6L

ITQUFaealDd , CrmMiye] </BODY>
</NEWS>

<NEWS>

<CLUSTER> 92 </CLUSTER>

<TITLE> QeimHus) - LaeuisHenLuiled (&S CuédH </TITLE>

<BODY> genmglug) enwsHiflumer AMGCFeT MMILD (LPESTEOTTeT QUITIEEMTSIT]
SIMDEFF] LFID NTRUF6|SHMLUNCD (P&HEW FhHSHLICUTETM </BODY>
</NEWS>

<NEWS>

<CLUSTER> 92 </CLUSTER>

<TITLE>Qem&Hus - ufled prgusbev Qenluled CUEF&HUTTEHMGH</TITLE>

<BODY> geam&ud) enwsSiflumer HMCFaraln@GL LS grguseralndg oL uled
CuésauTiHams bHevlL CUummienengl. </BODY>

</NEWS>

<NEWS>

<CLUSTER> 92 </CLUSTER>

<TITLE>gem&lud mMID (LPESTEOTTeT SemD&F) CQUEled Fh&IL </TITLE>
<BODY>gemm&Hud engiflumer SMGCETeYS@Ld (L6T6Tem HemFF] GLerdled
ITTRUSaea|&GD Qenl_uleomet FhdH petm CrHMIe| @L bAUDHME. </BODY>
</NEWS>

Another interesting thing we observed when applying word embedding is the ability to
cluster news with inflated words. Unfortunately, when applying the TF-IDF it failed to
group the news with inflated words. For example, in the following case,

the word mm@® is written in two different forms like mr@®, and mm_iq.6v.

The word WemLp can be written in three different form such as wenLpujL_6dr, wemp and
LDEMLOU|L_6DTIT6DT

BIH (P(QEUSID WEMPUIL 6T Falgll UTENemeL Hemeend SiH&HHESLD

@6TmI DMLY H6LEVG QG UL 65T Ferlgll LDEHLD

BTL1q.60 LOEMLOU|L 63TT6nT 6uMesilemev [BlglILGME&TET &FmdEHIID
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Problems:

There is no hard and fast rule to categorize similar articles and it is not possible to define
such a rule as well. There are disagreements even between the manual evaluators in
defining the clusters. Therefore, defining a golden stand for a data set also became

challenging and difficult.

For example, two human evaluators have grouped the three news articles below into one
cluster, while the third one has grouped the first two into one cluster and the third one
into a different cluster. So for the golden stand set we agree to put all three into one
cluster.

e Qum_(p sibwmer 2 uN@pLest QsHmrym? (Is Pottu Amman alive?)

o QuUTL(y Sibmer 2 uNHL6T QUHSESHMITT? 61651657 QEFTCOHMMTHET (LD 60T6TTTET

Gummefsei? (Is Pottu Amman alive? What are the ex- fighters saying?)
®  SH(HEWIT SIDLOMENET HHSHH 2 MenD&HEG LmLbLmesg (Karuna Amman's

comment is untrue)

Sometimes news providers report the news in an indirect way. For example, in this case
news is related to weather change in the country but it has mention as er&&f&emns..n
@etm NHUSEL B0 gmuLeyeter wmmmibr  (Warning .. ! This afternoon the

change going to happen in the country!!).

News reporting include poetical reporting styles in some cases. For example " eflenev
Qaer@®, Qe L@ " QLeLedsmw 2 &S @hHw eNeusmuNsefsr CumrpmlLLb (Pay

the price, listen: Indian farmers struggle that rocked Delhi)

Some news providers use English words in the middle of the news. Following are some
examples,

Body Building Physique and Junior Championship 2018 hispeyé@ RS Steel Qemevo
sismisgenenr (RS Steel sponsoring the event Body Building Physique and Junior
Championship 2018 )

61



“Anchor Students with Talent” euL Lbm&menT LOMEwOTEUTSHONET HMEMOSGEG LOGL LD

&L gl LNybwmeor Luwlewrtd (“Anchor Students with Talent”)

Another challenge is handling the synonyms. Tamil is a language that has a large
volume of synonyms. This makes it difficult to identify the same news with different
alternative words. To overcome the synonyms issue, some research based on English
and some other languages used external resources like WordNet [12]. For example, the
following four news articles use three different words (Lmedlwed GHieRNIGWITSLD,
alLVIMe)], HMOULNGS) to say abuse
o um&levgmened AMIH uTedluled GeNFGWITELD: GHmeuren
SN&&e0L LU LMy (young girl Sexual Abuse in Pakistan: Criminal Hanged)
o Um&lerogmss M euebguImey - CSTEmeL: GGG LILL L]
GMMLETLL UL Leuiy (Pakistan young Girl Rape - Murder: offender hanged)
e 9 SiMNsemen HOHULNSGSH Q&TeTm QDITe 160 SISO LILIL L medT
(Imran Ali hanged for raping 9 young girls)

Sometime a news article covers multiple instances. For example, the following case
reporting two different firing instances. First incident happened in kuda Oya and second
incident happened in the Gevithupura. So, this news can be clustered into two different

groups in the ideal situation if assignment to more than one cluster was allowed.

<TITLE>Q@®Coum HULUTHEHEFHL (B FlbUeumIGeNeL @Qheuy Led </TITLE>

<BODY> @GLMepuwl wOHMID Cerelgiyy UfCsesHed @LDOUOD  QErCeoum
SIUUTEHESL (B FbuumsaNed Qmeuy 2 uNfliphgierernery. QsTaNGILT - 2 6oTT6oTUImL
Guimeuev NpCH&HHevleren ol ((56® (L 63T6TITEL (L6l
&L (h&0smemeoCFILUL Beartarm). @& QST HenL SHSUCUDHM &SSO
eNeneneusen (LPeTCaI(H&HSUUL (ReTangnsg Qurederomy QgHileNsgglererery. @eleumm)
o uNflphHseuj Huwibueonsn(hey UGS CaibHs BUCTET QFFWweunhieTens. </BODY>
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CHAPTER 5- CONCLUSION AND FUTURE WORK

5.1 Conclusion

News aggregators support the readers to view multiple news providers’ news in a single
point. At the moment, the only news aggregator supporting Tamil news is Google news,
and it has some noticeable shortages. Therefore, this research focused on creating a news

aggregator for the Tamil language.

In this study, TF-IDF and word embedding document-representing techniques were
experimented with the one pass clustering algorithm and the affinity clustering
algorithm. TF-IDF with one pass algorithm was considered as the baseline system. Word
embedding with one pass clustering algorithm gave the best result. Further, we applied
all these approaches only to the news title to group the news. That did not show any
positive impact on the result. From this study we were able to build a system to collect
news from online sources and group them according to the content similarity. Further we
have created a word embedding model with 21 077 843 words. From our study, we have
observed that word embedding outperforms the TF-IDF for both clustering algorithms
and that word embedding is able to identify the word written in different styles by
different publishers. Also, word embedding can handle the inflected words, whereas TF-
IDF fails. One pass clustering algorithm outperforms the affinity propagation algorithm
in both document representing approaches. It may be due to having a high number of
single article clusters in the dataset.

5.2 Future Work
There are number of possible ways to improve the current system performance.

e Evaluate the effectiveness by experimenting with stop words removal
e Use document-level embeddings such as Doc2Vec to represent the news articles

and can evaluate the effectiveness of the system
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Use of different weights for title and body
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APPENDIX A: TAMIL SENTENCES WITH TRANSLITERATION
AND TRANSLATION

NG seubgIemTL6L - Viceta kalanturaiyatal - Special Discussion

&y Qeuefwmeogy - tirppu veliyanatu - The judgment was released

gms swmy - erka tayar - Ready to accept

60 Guiy wed - 60 per pali - 60 killed

UPDATE: YOUTUBE G&emeu eupemné@s Smbilwg - UPDATE: YOUTUBE cevai

valamaikkut tirumpiyatu - YouTube services back to normal

2 6T (WHeLHEmEL QemeuTiiGGeomen ulquilifest CFemeu LBGNHLD QIPEDLDEGSS
SmwiNwemeng - ulakin - mutalnilai  inaiyattalamana yutiyuppin cevai mintum
valamaikkut tirumpiyullatu - The world's premier internet site, YouTube’s service back

to normal

2 MGG upupLUTSSUjeter eNLwib.! - ulakaiye paraparappakkiyulla vitayam..!! -

The thing which makes world excited

2 AT LNTUGL &CPS  CUMELGHFHEAMDMENT  youtube  SHCUNH  CFIIGODHSHIETETHTS
Qaeflenssiiul(Hemeng - ulakin pirapala camuka valaittalamana  youtube  tarpotu
ceyalilantullataka terivikkappattullatu - It is reported that YouTube, the world's most

popular social website, is currently defunct

pMHNONBHEH 6001 @@Geufledr sLeod WL - arriliruntu an oruvarin catalam mitpu -

A male corpse recovery from a river
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SibLeten, ussemenr Qumedlervy LFlNMHGLULL  GuilsirervQuifl  Sptlfleiled o eten
Semenr YMHNCOBHEH 600 epheuflett FLeod @Q6iTmI (07) HMemev LB SLULL (BeiTeng) -
timpulla, pattanai polis pirivirkutpatta kuyinsperi kilpirivil ulla kilai arriliruntu an
oruvarin catalam inru (07) kalai mitkappattullatu. - Body of man rescued from a branch
river in the kuinsberry down division which is under coming under Timbulle, Paththana

police division

gLeuld epetTm LB - catalam onru mitpu - A corpse recovery

LeOMRIGSTemL. - L6iTeoreusy - SO gl NICHEHHEL 2 6Tem eUGTLILGS 6260160
Q®HE SEOLIWTETD STEULILLTS &Leold epetim LS sUUL Geteng - palankotai -
pinnavala - amupittiya piratecattil ulla vanappakuti onril iruntu ataiyalam kanappatata
catalam onru mitkappattullatu. - Unidentified body recovered from a forest area in

Palangoda — Pinnawala — Ammutiya

T Wemmulled o2 ulflphs opemisor FLeob LY - marmamana muraiyil

uyirilanta anin catalam mitpu -Recovery of the corpse of a mysteriously dead man

Usgerd Qumedlerv 1Nfleys@GLulL.  &6Levlg  SLOLET6NTT  HNMOGH6L  LOILOLOTET
WemmuNed 2 uNflnhs @meuflar FLems @erm - puttalam polis pirivukkutpatta
kallati tam'manna kiramattil marmamana muraiyil uyirilanta oruvarin catalattai inru -
Puttalam police division Kallady tammanna village, the corpse of a person who died in
mysterious circumstances Today

Qm Memsmensefstt shems &FLeowond LB L - iru pillaikalin tantai catalamaka mitpu -

A father of two children recover as corpse

LIS & 691637 Qumedlerv Nfleys@LulL Gullesrerv Quifl CHMLL §Heyleiten
BCrmemLuNed\BH& w601 ep(heufledt  FLevld epettm  @edrmy - pattanai  polis

70



pirivukkutpatta kuyins peri tottattilulla nirotaiyiliruntu an oruvarin catalam onru inru -

One man's body from a stream in the kuin bery garden Paththane police division today

gLeuld epetTm LB - catalam onru mitpu - A corpse recovery

urdlevgmeied HmIA  umTedliled e NFCWITsLD: GOHmeurall  FHIEHHOL LU LT] -
pakistanil cirumi paliyal tuspirayokam : kurravali tukkilitappattar - young girl Sexual

Abuse in Pakistan: Criminal Hanged

uT&Hervgmeied @euau@LLd Remeurl LIS 6 euwigh MO vmTeduled
gl NpCuwimsd  Qeuwwiul (B Q&smeLeLLULL. aUPSHHE  HHLO6TMEST6L
F6GHHWILenesT NFEGSULULL  BUT @6oTm (17 ) GHISHEOL LU L Ty

pakistanil ivvarutam janavari matattil 6 vayatu cirumi paliyal tuspirayokam ceyyappattu
kollappatta valakkil nitimanrattal tukkuttantanai vitikkappatta napar inru (17 )
tukkilitappattar - Man sentenced to death for rape for murder of a 6-year-old girl this

year January 6 in Pakistan

ur&lerogmenr MO ueLEIME] - CSMEMEL: HNSEEOILLLL LM GSOHOWOETL L LULL e -
pakistan cirumi valluravu - kolai: tukkilitappattar kurramcattappattavar - Pakistan young

Girl Rape - Murder: offender hanged

Quogrest 9460 KL LIUBL STLenwt CHfled UMTHHFHTHES oMl 6mQ6uTLI6T
SHeng SiL6r SIeoTEMIfl : Y% AN 2Ll QB TEMELEHSTL EUTNCL
efugUlILL eNebemey  TaTmI  eUBEHSD CQsflenNgsmy - imran ali tukkilitappatum
katciyai neril parttatakak kuriya jainapin tantai amin ancari , anta nikalcciyai
tolaikkatciyil oliparapappatavillai enru varuttam terivittar . - Zainab's father, Amin
Ansari, who witnessed the scene of Imran Ali's execution, expressed regret that the show

was not broadcast on television.
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9 Smibsemen SHULASSH QaTeim @rmer 960 GréHedl Ll L mer - 9 cirumikalai

karpalittu konra imran ali tukkilitappattan - Imran Ali hanged for raping 9 young girls

urdlevgened eomdal] LUGHemwl CaihgHelet @Ldrmet 16dl (30) . Qeustt 9 Hmibdenen
SMHULNGSTE. SaufsHeafled 7 el Hmiblemwl SOULNSS QEHTEHIM EUETH 2 L 6M60 -
pakistanil lakur pakutiyai cerntavan imran ali (30) . ivan 9 cirumikalai karpalittan.
avarkalil 7 vayatu cirumiyai karpalittu konru avalatu utalai - Imran Ali (30) hails from
Lahore, Pakistan. He raped 9 little girls. 7-year-old girl raped and killed her body

ursHervgmesiled HMIA LEQSTMEL GOHDAITaNSEG STHGSHELmes HlemmGeummLd -
pakkistanil cirumi patukolai kurravalikku tukkutantanai niraiverram - Execution of the

criminal of a minor murder in Pakistan

616015 Lo & 61N 6T LOG6wISH HM G &yesuILomenTeUflihH G LDIJ6U01 5 600TL_ 63) 60T
HemmGCaummLULL L emg QHTemeLSSTL UL &Taniilssealleuemney 6rLCH 6Teurg| - enatu
makalin ~ maranattirku ~ karanamanavarirku ~ maranatantanai  niraiverrappattatai
tolaikkatciyil kanpikkavillai enpate enatu - The fact that the execution of the person

responsible for my daughter's death is not shown on television

LOTmeLSH SN 794,618 LEMHUHWTE @UITaMLD Qramdol Q&Ted ugeNGuwimy
malaittivin 7avatu janatipatiyaka iprahim moham'mat coli pataviyerpu - Ibrahim
Mohammed Soli sworn in as Maldives' 7th president

rsmevgSeNel 79615 KRaMHAUSHLTS QuITanid Quramdl Qgmed ( lbrahim
Mohamed Solih ) @ermy ugseNigwmsd Qg QsmsuLmy - malaittivin 7avatu
janatipatiyaka iprahim moham'mat coli ( Ibrahim Mohamed Solih ) inru
patavippiramanam ceytu kontar - lbrahim Mohamed Solih takes oath as the 7th

President of the Maldives
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remegefstt UHW KermHusiwimermy @UITSHLD Qrswg gmedd - malaitivin putiya
janatipatiyanar iprakim mokamatu calik - The new President of the Maldives is Ibrahim
Mohammed Saliq

wremedelled  sisemwuled  @LAuUDHD KemHuS CHAGEN6D. aHTESL EG6T
gmiNed CumiguilL @UImréd (Wswwg &Te0ls Qeumm - malaitivil anmaiyil
itamperra janatipati teritalil. etirkkatcikal carpil pottiyitta iprakim mukamatu calik verri
- In the recent presidential election in the Maldives. Ibrahim Mohammed Salik wins on

behalf of opposition parties

gamHusHujb LA muaMCHIL Cussk - janatipatiyum pacilum orumanineram

peccu - President and Basil talk for one hour

oamHUS s HfuTe HNCFaTOD , (LEITEITTET HMEFSF] LS [rYUFage|d |,
GCmmmMizey janatipati maittiripala ciricenavum , munnal amaiccar pacil rajapaksavum |,
nerriravu - President Maithripala Sirisena and former Minister Basil Rajapaksa

yesterday night

Qamdud - uadasHamLuNed (WeHw Cués - janatipati - pasilukkitaiyil mukkiya
peccu -Key talk between the President and Bashil

KamHUSH amwsSiflure HNCFeT WOHMID LP6ST6TTET QUITIHEMTSHTY HMDFF) LIS
ITRUSaeasHamLUNL (&HW sHhEHICGUTsTM - janatipati maittiripala ciricena marrum
munnal porulatara amaiccar pacil rajapaksavukkitaiyil mukkiya cantipponru - A key
meeting between President Maithripala Sirisena and former Economic Minister Basil

Rajapaksa

oamdud - udd prgusery QenLuled GuEseumjdHeng janatipati - pacil rajapaksa

itaiyil peccuvarttai - Talks between President and Basil Rajapaksa
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oamdud  owsHHflurter ONCFaINGL UL JrgusSvalnHEG QL uied
Cussaumidens BHenLQummueteng. -  janatipati maittiripala ciricenavirkum pacil
rajapaksavirku itaiyil peccuvarttai nataiperrullatu. -  Talks between President

Maithripala Sirisena and Basil Rajapakse

KEMELS WLOHMID (PETETTET HmEFF) QuAd sHhHly -  janatipati marrum

munnal amaiccar pecilum cantippu - President and Former Minister Basil Meets

LTSS emLOGflumev NG 616 SHGLD (LPEOTEOTTeNT  SI6MDEFT  GLendleL
ITRUSaga &G QenLuleomsr &Y epetm CrHMigey @LLAQuUMHME. - janatipati
maitripala ciricenavukkum munnal amaiccar pesil rajapaksavukkum itaiyilana cantippu
onru nerriravu itamperratu. - A meeting between President Maithripala Sirisena and

former Minister Basil Rajapaksa took place last night.

BTG (P(PEUGID WMPUIL 6T Falg!l eumeflemey Hemeemy HSHEGSWL - nhatu
muluvatum malaiyutan kutiya vanilai nilaimai atikarikkum - The weather conditions

will increase with rainfall across the country

Q6T ML VLG Qa6 Falqul Wwenlp - inru malai allatu itiyutan kutiya malai

- Rain or thunderstorm today

BTLIg60 Loempu|Leormenr eumesilemev Blgliugmhamss srgHwid - nattil malaiyutanana
vanilai nitippatarkana cattiyam - Possibility of prolonged rainy weather in the country
QuTL® oibwomer 2 uN@mLeT @Q@m&HmTIT? - pottu am'man uyirutan irukkirara? -Is

Pottu Amman alive?

QuTL(B obomer 2 uN@GBL6T  QHSEMIIT?  eTeoTe  QFTLOEMMTIHET (LD 6IT6UTIT6N
GumgmeflgeT? -pottu am'man uyirutan irukkirara? enna colkirarkal munnal poralikal? - Is

Pottu Amman alive? What saying ex- fighters?
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&(HEWTT  SIbOmefledT SHSHSH 2 MemDS@ Umbumerg - karuna am'manin Karuttu

unmaikku purampanatu - Karuna Amman's comment is untrue

c1§80Gems.! Qettm LNHUSED BMLIgeD UL 6eyeiten WTHmr - eccarikkai..!! inru
pirpakal nattil erpatavulla marram!! - Warning .. !! This afternoon the change going to
happen in the country!!.

allemev  Q&ar@, GFall w@E " QLW 2 sH QS  eleugmuisenes
Gumpm_Lb " vilai kotu, cevi matu ": telliyai ulukkiya intiya vivacayikalin porattam -

Pay the price, listen: Indian farmers struggle that rocked Delhi

umedlwed glelNgGuimsd - paliyal tuspirayokam - Sexual abuse

euebsvimey - valluravu - Rape

sHULfSg - Karpalittu — Rape

QG®Cam FHULUTEHESEL G FbuamsSaNd @Q@euf wued - iruveru tuppakkiccuttu

campavankalil iruvar pali - Two victims by two different shootings

GLmepw oMb Qsrealgily NJCsesHe @LEunm QuCaim SILUTSEHEEL (B
gbuamsefled  Qpeuy 2 uNflphgietenery. QsTaNgGILy - o emenuml  GUTEI6
NpCsesHevisian ol (&G (W6TeImed (o] &L (H&HCSTEme0QASFILILILIL (ReTTerTI).
s Q&L JLTN6L &L &5U0UMHMm H&6UNIGHSHEMLOILI & ITIT 6060018 61T
W eTQe(R&SUUL (ReTengns  Cumedlerom QafleNggleneeny. @Qeueurm o uNflLpbHsey
Subueoren(hey UGSHeow Ceihe BUQer Qs flweunhgeteng. - kuta'oya marrum
kovitupura piratecattil itamperra iruveru tuppakkiccuttu campavankalil iruvar

uyirilantullanar. kovitupura - unanayaya povala piratecattilulla vittukku munnal oruvar
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cuttukkolaiceyyappattullar. itu totarpil Kitaikkapperra takavalukkamaiya vicaranaikal
munnetukkappattullataka polisar terivittullanar. ivvaru uyirilantavar ciyampalantuva
pakutiyai cernta naparena teriyavantullata. - Two people were killed in two separate
shootings in Kudaoya and Kovitupura. One person shot dead in front of house in
Kovitupura unnaya. Police said investigations are being carried out according to

information available. The victim has been identified as a resident of Siyambalanduwa.
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