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Abstract 

 

This research mainly focuses on building models using the latest tools which are using to 

detect and recognize abandoned objects in real-time Surveillance. There are number of 

experiments are occurring up to date in different scenarios and there are lots of tools have 

developed to improve the capacity of detection and recognition of abandoned objects. 

Further, identifying of most reliable, practical and efficient tools to implement the said 

process in different circumstances will immensely benefited in various aspects of the 

requirement of any organization.  

Instead of old manual outdated systems, use of latest accurate and efficient systems will 

save money, time and improve the safety. Therefore, research will mostly focus three 

tools identified by thorough reading of the capacity and capabilities. There the use of 

deep learning techniques and most reliable and efficient datasets to evaluate the 

experiment for better solutions and findings will directly involve during the future 

decision-making process. Then, the Faster RCNN (Faster Region Convolutional 

Neural Network), YOLO V3 (You Only Look Once Version 3) and Single Shot 

multibox Detector (SSD) were tested. There researcher selected three video samples and 

checked the accuracy for each video clip separately by those models individually then 

final results illustrated that the maxim accuracy given by the YOLO-V, Second position 

taken by the SSD then third place taken by the Faster  RCNN.  

Further, after determining the accuracy by comparing the three models identified, the 

results can be used for further deep learning to make the process more efficient. This will 

immensely benefit number of fields and subjects which are interested in object detection 

and recognition during real time surveillance in the future.   

 

Keywords:  Deep Learning, Datasets, Faster Region Convolutional Neural Network 

(Faster RCNN), YOLO V3 (You Only Look Once Version 3), Single Shot multibox 

Detector (SSD) 
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         Chapter 1 

Introduction 

 

1.1 Prolegomena  

 

’Security’ and ’Terrorism’ are both very familiar words for all the citizen of the country 

during last three decades. Persons from all walks of life were affected. Not only that, war 

caused a huge impact on the Economic, Political development of the country.  Even 

though the military forces of the country and the respective government of the day was 

able to end the war in 2009, again the fear of terrorism raised its ugly had with the Easter 

Sunday day attack at highly populated religious locations. It revealed that there is no limit 

to the level of terrorism. These, incidents raise the alarm on similar future calamities or 

challenges from different levels of terrorism. However, establishing the safety of each 

and every human being of a nation is not an easy task.  

The use of science and technology to fight terrorism is one aspect of the solution. It is 

emphasized here that early detection of suspicious items or behaviors will help to avoid 

such disasters. Military establishments are increasingly engaged in similar experiments to 

find the best solutions. Focus on the use of Closed Circuit Television (CCTV) Cameras 

for the early recognition and detection of abandoned objects will significantly help to 

avoid such disasters caused by terrorists.  

The Defence Services Command and Staff College (DSCSC) was selected to do this 

research because the said establishment already has 72 CCTV Cameras and monitoring 

systems. Selected models are compared to find out the model that gives the best results in 

accuracy by the readings of the camera footages. That will open several avenues for 

future security aspects.  

The findings of the research will not only help the individual purpose of this research but 

the national level applications in the future. 
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1.2 Back ground and Motivation 

A variety of CCTV Camera systems are functioning nowadays in different Organizations 

and establishments in the government and private sector, based on their requirements 

such as road tracking, monitoring stores, fences, road traffic…etc. Most of the places 

implement the system and operate manual monitoring only. Because of that, experts look 

to the use of robust automated systems to do those functions with less errors while 

maximizing accuracy. Therefore, number of Methods, Algorithms and Tools were 

developed in time and those products were used in different platforms to obtain 

successful results. This research emphasizing on the comparison of three selected models 

to obtain the most accurate, practical and efficient results out of CCTV Camera footages 

extracted from a military establishment Defense Services Command and Staff College 

(DSCSC) Batalanda Such comparison will help to improve the standard and concepts 

which exist DSCSC. The said results can be studied to implement in similar 

establishments such as Airports, Railway Stations, popular religious places etc.  

Most of the time, the naked eye of the human being at operation rooms are used to 

monitor the CCTV network. Time has now come to an end those old and manual 

procedures. Therefore, the use of fully robust, automated and secure systems to obtain the 

maximum outcome of the latest science and technology have been invented today. 

However, still hundreds of thousands of experiments are being conducted on improving 

the systems every day, every hour and every second somewhere in the world. Sri Lanka, 

cannot keep using the old versions of science and technology and be in the dark on the 

new developments in such systems. This research is going to examine the most suitable 

models to capture abandoned objects and recognition early to avoid future physical 

disasters.  

This research hopes that this is the best time to conduct a comparison of the different 

models, algorithms, methods to overcome future challenges on the topic. 

 

1.3 Problem Statement  

Undoubtedly the detection and recognition of abandoned objects in real-time is not 

an easy task because of the time taken to decide whether the object is abandoned or 
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not. It must be recognized very fast and need to have maximum accuracy due the risk 

of the item missing creating a dangerous situation is very high. Sooner the detection 

and recognition is completed is better as more physical steps such as alarming, 

attending to rescue the object or the evacuation, protection of the public and handling 

the public in a very systematic manner have to be considered thereafter. 

 

Therefore, time is of essence. The research is going to analyze the best model to be 

used for detection out of three models and continuing testing of weak points and how 

do we overcome or finding the reasons to be avoided in the future which are the 

barriers to obtaining successful models which can ever use under all circumstances. 

 

1.3 Aims and Objectives 

 

1.3.1 Aim 

 

 Is to develop a real time surveillance solution by investigating and integrating 

abandoned object detection and recognition models. 

 

1.3.2 Objectives 

 

 To enhance the knowledge of abandoned object detection and recognition 

models through a comprehensive literature survey. 

 To identify the significant parameters on abandoned object detection and 

recognition. 

 To obtain the relevant knowledge on algorithms, framworks, libraries, neural 

network behaviours in the abandoned object detection and recognition 

environment. 

 To determine accuracy performances in different models that provide most 

effective and efficient output results on abandoned object detection and 

recognition. 
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 To finalize the most accurate model after the proper evaluation cycle, and 

identify the weaknesses. 

 

1.5 Proposed Solution  

This research is going to be a comparative  analysis of the most effective models that  are 

being using to detect, identify or recognize abandoned objects now a days. There we 

propose to use of back ground, foreground subtraction  methods, Image processing and 

neural networking methods and the number of algorithms to obtain best accurate results, 

in order to obtain the best decision whether the particular object is abandoned or not. 

 

Initially, the tools, algorithms and the methods which are related to the concept that we 

are going to use in live recognition and detection of objects is considered. 

 

After that the required video clips that are going to test as the samples will be captured 

and test through the selected models separately. The research have to consider various 

factors and circumstances which cause the changes on final result there we need to check 

the reasons to those observations. 

 

Finally, based on the results the finalized models will be used to implement on real time 

checking of the tested data set whether the accuracy and the practical efficiency on 

ground results through the CCTV footages. 

 

1.6 Structure of the thesis 

This thesis has grouped in to eight Chapters. Chapter one (1) present the problem and the 

motivation of this thesis. Chapter Two (2) include the Literature Review Where the piece 

of papers that already discussed about the analytics, neural network, machine learning, 

image/video processing. Chapter Three (3) contains the details and capacities of the 

specific technologies and their usability to obtain the desired objectives. Chapter Four (4) 

elaborated the proper approach to the research problem to follow the path towards goal to 

fulfill the desired objectives. Chapter Five (5) discussed about the top level design and 
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the analysis in order to provide an outline structure of the research. Chapter Six (6) 

illustrates and discussed the in detail explanation of the implementation of each steps of 

the previously elaborated design. Further it revealed the all algorithms, tools, models, 

libraries etc. Chapter Seven (7) followed the evaluation of the implemented system and 

its results. Chapter Eight (8) finally discussed the conclusion and the future works to be 

done in order to improve the findings and the observations. 
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         Chapter 2 

Literature Review 
 

2.1 Introduction 

Chapter 1 gave an overall description about the project. This chapter gives a critical 

review of the existing literature in relation to abandoned object detection and recognition 

to improve the real time surveillances. 

 

2.2 The existing Researchers about the Abandoned object detection and recognition 

to in real time surveillance. 

Number of researches have published regarding abandoned object detection under 

various scenarios are illustrated below. Most of the researches are based on the detection 

of objects which are untouched or unattached and away from the owner in real time. 

 

 In this research author propose early detection and recognition of an object as an 

abandoned and then try to compare and analyze the performance of three different 

models to provide fast and accurate detection results. Further, author used the most 

suitable tools, algorithms and theories to determine the best performance model, then 

carryout few experiments to evaluate the approaches and implement effectiveness. 

 

Most of the researches have conducted their research using time to time discovered tools 

or of their updates by using different algorithms and methods to prove their hypothesis. 

Most of them use to follow the state-of-the-art frameworks to obtain more accurate and 

quick responses in real-time surveillances. Basically most of the researches are based on 

security surveillance detection platforms[1]. In early days, the identification of the 

abandoned object concepts were done by the background and foreground extraction 

techniques to recognize the static foreground regions as suspicious object candidates. 

These methods were very limited to identifying different types of objects. Therefore the 

results were not up to standard to what were expected. The evolution of computer vision, 

Convolutional Neural Network (CNN) got drastically advancement on image detection, 
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classification, semantic segmentation and pose estimation [2-6]. Therefore, several well 

advanced and efficient tools have developed in modern science and technology. 

 

 [7]The realtime tracking of the object has done by the use of blob tracking after 

modeling the background model. But there is a observation of weaknesses of the 

robustness. This research has adopted the Gussian distribution of the adaptive mixture 

model after that evaluated which are the most likely to result from a background process. 

The researches have used various environment of situations to apply such abandoned 

object detection in different circumstances and certain feactures that can help to conduct 

many functions such as back tracking verification for visual surveillance,[8] the 

researches have focused on the abandoned luggages in video surveillance. It explained 

that the combining of the short term and long term background models instread of extract 

the foreground models. Futher, it assisted by the temporal transition of code patterns. 

Then examine whether the candidate regions contained the abandoned objects from 

analyzing the back traced trajectories of luggage owners.theere the researches have used 

the dataset of PETS2006 and AVSS2007. When, Security is a concern of any 

Organization and falls in to a very critical topic in a military cantonment or an 

establishment. The use of Closed Circuit Television (CCTV) facilities are common now a 

days everywhere but, has no value if it is just run with very low attention and care 

manually as opposed to being very advanced and critical. Actually, the use of most 

accurate and reliable automated or robust system to detect and recognize the suspicious 

or abandoned object cause large scale advantage rather than the manual system.  

 

 Therefore, the researchers have developed advance and high technical scientific Deep 

learning models to acquire all kinds of moving and static abandoned suspicious object 

detection and recognition by models such as Faster Region Convolutional Neural 

Network (Faster-RCNN), You Only Look Once and (YOLO) and Single Shot Multibox 

Detector (SSD) [9]. Most of the time every models will be evaluated during the result 

end. Because there must be any metric to evaluate the accuracy of any product otherwise 

there is no value of a particular product. Therefore, the use of most effective, efficient 

and accurate datasets [10] PETS2006, PETS2007 and [11]ABODA can evaluate any kind 
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of framework properly. Military is highly concerned about the security of the nation and 

it’s public more than they are about themselves. But there may still be loop holes where 

terrorists can infiltrate easily, requiring the need to be prepared all the time. Number of 

experiments and studies have been conducted to strengthen the security situation via 

visual objects.  

 

Wentong Liao and et al [1] elaborated the use of those concepts to find solutions. 

Through  Security Event Recognition Dataset (SERD) from deep learning methods, the 

said researches mainly focused their effort to find abandoned objects and analyze their 

latter events in three different scenarios by identifying of the object’s real owner, whether 

real owner will touch and take the suspected object back again, Someone else move it 

away to other place, otherwise steal it. There used fast RCNN for long- term and short-

term abandoned object detections under state- of – the –art frameworks. Comparatively 

they could achieve the goals rather than they expected in the event they experienced. 

Further, they faced commonly certain issues like illumination changes, shadows and high 

density of moving objects under the study.[12] explained that critical study on the 

temporary static object detection and recognition in real-time in highly public areas with 

large number of camera operation, there researches paid maximum attention on the 

mechanisim on detection and calculation of the distance among the owner and the object 

to 100% accuracy to detect and recognition of the the object as an abandoned.Further, 

researches have emphasised of Pixel level background modeling there, focused of using 

the Gaussian Mixture Model (GMM), Modeling of Temporarily Static Objects and 

Region Level background Modeling.   

 

 The new angle of acquiring of the objects which consider to be fallen in to an abandoned 

category has introduced by [13] concept based on Three dimentionel Image Information. 

Actually, initial abandoned object detection has been done by based on static foreground 

region segmentation algorithm on video surveillance obtained from the cameras. 

Secondly the proposed concept of Three-Dimentional (3D) object information 

reconstruction with images of the binocular camera.at last determine whether the detected 
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object is hazardous to normal road traffic, road plane equation and height of suspected 

abandoned object are calculated based on the 3D informations.  

 

[14] explained that the robust forground and abandonment analysis for large scale 

abandoned obect detection in complex surveillance video such as more crowded 

locations. The theory behind the process is to develop foreground analysis which can 

effectively differentciate the foreground objects from the background under the 

challenging circumtances such as Lighting changes, low textureness, low contrast and the 

cluttered background. Researcher has emphasized on minimizing the false positive out 

result to obtain the maximum accurate abandonement decision. There researches have 

used the confution matrix thermos to obtain the most accurate output.Again the use of 

Gaussian Mixture Model (GMM) for detecting the foreground has been used by [15] to 

model the background. The researches have used three stages to implement the said 

concept. Firstly, it explained the use of Intermittent Updating Scheem (IUS) for updating 

the background model which will retain the static abandoned object in the foreground for 

abandoned object detection in the highway scene.secondly, used to erase the dynamic 

foreground and environment noice. Finally, integrate and Mixture model based tracking 

method in to proposed framework. This could cleary and accurately detect the abandoned 

objects roubustly. Further, experimental results were demonstrated and proved that 

findings caused huge positive impact on real time surveillance in the highway.  

 

The illumination changes badly impact on the abandoned object detection and 

recognition. This was discussed by [16]and it clearly revealed how to overcome the 

barriers from using of duel background model system. Not only that it was a solution 

even for the impact caused by the complex circumstances such as occlusion .long-term 

abandonement and owner re-atttendance.finally, eventhough the illumination changed 

during the processs effect to final output it can precisely track the tarkget object in-order 

to decide the particular object become an abandoned or not.Ugur Alganci [17] presented 

a very important comparison type research. The research selected the most important 

literature in the area and the deep learning algorithms as well as the high techno 

equipment capture Very High Resolution (VHR) Satellite images to analyze. This 
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research focused on latest advance deep learning models such as Faster RCNN, YOLO 

Version3 (YOLO-V3) and the SSD. The research went into detailed analysis of the very 

rare Satellite images. In the present research, it was very difficult to obtain similar images 

and do such a kind of research for lack of ability to obtain the required amount and 

quality of images to conduct an analysis. There, the team tested the performances of the 

models in different scenarios. At the end they found that the Faster RCNN comparatively 

performed fastest response than other two with the highest accuracy. YOLO-V3 took 

second place and SSD took the third place. SSD provided the lowest object detection 

performance but, it is best in object localization. Further, it was revealed that the lager 

and medium type plain images could be detected in higher accuracy. 

 

There are number of researches or journals that had conducted research on detection and 

recognition of abandoned objects in real time. Therefore, from the beginning to date there 

were number of algorithms, methods, tools, techniques, and models conducted from 

different interest parties such as foreground object detection algorithms and background 

subtraction techniques, background segmentation models and Gaussian Mixture Model 

(GMM)…etc. There was a huge and drastic jump to finding deep learning concept from 

the identification of Region Convolutional Neural Network (RCNN). Then eventually 

steps took to obtain a real-time recognition or detection of objects within a very limited 

short time. It was a great achievement of the surveillance of real time detection. That has 

been developed up to not only having RCNN but expanded  to having tools such as Faster 

RCNN, YOLO, and SSD …etc.  

 

The use of above findings continuously changed and were updated to cover the loop 

holes of those products to obtain a better outcome. But there are few researches that 

evaluate the efficiency of different tools in abandoned object detection and recognition on 

real time. Even the comparison of satellite images referred above which were taken 

trough the high definition camaras was not on detection or recognizion of abandoned 

objects in real-time. The value of the finding of this research has a big value in the 

context of internal security purposes. Therefore, the research plan is to conduct the 

evaluation on the Faster RCNN, YOLO-V3 and SSD under the real-time environment. 
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2.3 Study of the Research Problem 

 

2.3.1 The abandoned object 

There are different types of definitions to identify an object as ‘abandoned’. Several 

types of metrics may cause to define any object (moving or static) as abandoned. 

Therefore, the time and distance are the main factors which have a bearing on the 

definition or identification of any  kind of object[18]. 

 

2.3.2   Detection and Recognition of abandon objects 

The use of technologies to identify or recognize the moving and static objects with 

the help of specifically created algorithms, methods and tools to acquire finalized 

accurate results for further action of process[18]. 

 

 2.3.3 Real time Surveillance 

Sri Lanka has the experience of witnessing terrorists causing large scale bomb blasts 

in public places and the whole nation gripped with fear. Therefore, there is use of 

modern video surveillance technology installed to cover such areas and those places 

are observed manually. However, the problem of late reactions against the suspicious 

incident, object or movement remains due to the time taken to take the precautions. 

Therefore, everyone is interested in an automated robust system instead of the manual 

system in order to save time and money. 

Further, to make such system a success huge effort had to be taken by installing and 

adopting appropriate models, sophisticated electronic devices etc. In addition to that, 

while conducting a real-time surveillance process number of problems such as 

detecting moving characters between human and animals in different positions under 

quick movements, low light and shadows etc.[19].  
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2.4 Summery 

Research exist on manual surveillance of abandoned object detection on real time. 

However, as highlighted above number of problems still exist. A comparison of these 

surveillance tools will lead to greater efficiency and help to avoid major disasters like 

what we have experienced in the past. Therefore, next chapter will explain the 

technologies that are required to address the problem.  
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         Chapter 3 

Specific Technologies Used 
 

3.1 Introduction 

The previous chapter focused on past literature on abandoned object detection and 

recognition to improve the real time surveillances. It gave a fair knowledge about the past 

and latest finding on above subject comprehensively. This chapter illustrates the latest 

technology and the capabilities in examining a comparison of abandoned object detection 

and recognition to improve real time surveillance. 

 

3.2 What is Image Processing  

An image simply can be explained as a kind of signal which contains information. It can 

be defined in a way  containing mathematical function of X and Y spatial (Plane) 

[20]coordinates. Those coordinates give value of a frame call ‘Pixel’ in any prominent 

place of the image. The reflection of sunlight from any kind of physical object once go 

through the lens of a camera will become a 2D signal and result in image formation. This 

image will process through the digitizing techniques finally resulting in the ‘digital 

image’. The ‘Sampling’ and ‘Quantizing’ are the two concepts of converting an analog 

image to digital image. Further, using analog images to work in a computer will require 

huge amount of storage capacity requiring to convert the analog image to digital image 

when we do other tasks through the computers. 

 

There are number of fields used to smoothen work with the help of image processing 

technology such as Television field, Satellite images, Medical, Robotics and Law 

enforcement fields. This research will use image processing techniques for abandoned 

object detection. The handling of the image processing needs to skill in handling 

languages like Python, MATLAB, C++ or Java.  The fundamentals of the image 

processing take important place when we consider the proper function of the said process. 
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Therefore, the best block diagram which indicates the figure 3.1 fundamental of the 

image processing as follows; 

 

Figure 3. 1 the Fundamentals of the Image Processing 

 

There are ten number of facts are directly deals with the Knowledge base system to 

obtain the best outcome of image processing. Then, there are another seven components 

which help image processing function as shown in the Figure 3.2.  

 

 

 

 

 

 

 

 

Figure 3. 2 the component of the Image Processing 
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3.3 What is Video Processing  

In ‘Video’ there are two parts Analog and Digital. Simply put the ‘Analog Videos’, 

natural videos but this is  contain very big capacity and also need to have big amount of 

storage capacity. Therefore, the modern Science and Technology was searching a good 

solution to overcome the use of big storage capacity when storing the analog video. There 

are number of an Analog video formats like NTSC, PAL and SECAM …etc. 

 

With the concept of Digitizing, the usage of analog has drastically gone down. Scientists 

were looking for a solution to the storage problem and lack of flexibility on handling and 

manipulating those sources and found digital video concept from the use of sampling 

techniques. There, quantizing of the spatial, temporal and after that the resultant pixel 

intensities are quantized. The figure 3.3 will explain very simply how a Digital Video is 

created.  

  

 

 Figure 3. 3 Simple Block diagram of creation of Digital Video from Natural Scene. 

 

With the development of the digital video concept there are no of doors opened in several 

fields like video Teleconferencing, Multimedia authoring system and Education fields. 

Eventually, the process on using in multiple areas it was revolutionized in the world of 

multimedia then no of creations such as Digital Versatile Disk (DVD), Digital Satellite 

System (DSS), High Definition Television (HDTV) and Digital still and video Cameras 

are the few of new products came in to the field. Further, concept prevail towards the 
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techniques like video compression, video indexing. Video tracking and video 

segmentation …etc.  

 

3.4 What is Object Recognition and Detection  

During the period of last recent years everywhere of the world automatically created a 

life threat among the human beings due to terrorist threat from mass destructions. This 

cause huge damage the asserts of the public and private not only that badly lost innocent 

humans lives too. Therefore expertise started to find solutions from installing and 

monitoring manually CCTV Camera systems regarding the suspicious activities, 

movements and keep owner-less kinds of boxes or luggage …etc[21].  Occurring in the 

public areas. But this was became a very big waste due to use of big no of human power 

and even there are lot of mistakes due to human errors. Therefore, the interested parties 

searching some user friendly automated and efficient system to implement from 

obtaining those camera footages.  Defining different kinds of theories and assumptions 

researches got use to analyze the digital images and video to identify the owner less items 

in the crowded areas. Those abandoned items got used to find through the techniques. 

There they first need to identify and confirm the particular item is an abandoned (Object 

recognition) then items need to be detected clearly what is that and what kind of category 

it belonging. 

 

The concepts and technologies like foreground segmentation, abandonment validation, 

Stationary object detection, creating frame works and lots of efforts were done. Up to day 

expertise are still doing their experiments of real-time detection and recognitions to 

obtain as quickly as possible of correct and accurate decisions to be adopt. Further, they 

are finding solutions to get reduce the obstacles such as shadow, incidents like high 

density of moving the objects, illumination changes …etc[22]. 
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3.5 Neural Net Work 

The Neural Network (NNW) is simply define is one of the best ‘Deep learning’ concept 

coming under machine learning which contains different algorithms and use to recognize 

the patterns. Mostly the input data will insert with labels as datasets to the NNW, then it 

will produce the correlation among the inputs and out puts. Further, the input can be an 

images, texts or any. NNW do the ‘Classification’ and ’Clustering’ the input data for the 

deep learning to find the patterns or the correlation in between among them[23].  

 

3.6 The performances of Remote PC 

The remote PC used due to the high performances required for the deep learning process 

in the neural networking, the Operating System of the PC was Ubuntu and it contained 

the 8 no of processors. RAM was 16 GB. The following Figure 3.4 illustrates the 

performance details of the remote PC.  

 

Figure 3. 4 specifications of the remote PC and the GPU. 
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3.7 Experimented Tools 

 

3.7.1 Faster RCNN 

The Convolutional Neural Network (CNN) evolved speedily in deep learning since 

CNN till Faster RCNN through the CNN, RCNN, Fast RCNN then Faster RCNN. 

The ability and the efficiency of the fast and accurate detection and recognition of the 

abandoned object it could achieve the very good result. This was mainly depend upon 

the technique of the ‘Region Proposal Method’. Further, Use of Graphical Processing 

Unit (GPU) is most effective to obtain the out results more quickly. Figure 3.5 shows 

the block diagram of the Faster RCNN function.    

 

 

Figure 3. 5 Faster RCNN Function of an object detection and Recognition. 

 

 3.7.2 You Only Look Once – Version 3 (YOLO – V3) 

This deep learning model presently has the most important feature of the detecting of 

the object in three different scales. This cause the output generated by 1 x 1 kernel on 

a feature map in three different sizes in three different places in the network. 
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Comparatively, it could detect small objects than the YOLO-V2. YOLO-V3 could 

create more bounding boxes for the particular image than the previous version. In 

brief the model is very fast in object detection comparatively other and previous tools 

in real-time detection environment without loss in too much of accuracy. Another 

important point is this model uses in the single neural network then it could be able to 

recognize not only the class labels but even the locations. Further, model could be 

able to divide an image in to different regions then each could predict bounding boxes 

probabilities for each region.  The Figure 3.6 indicates the function of the YOLO- V3 

to object detection and recognition. 

 

 

 

Figure 3. 6 the Function of object detection and recognition from YOLO-V3. 

 

 3.7.3 Single Shot Multibox Detector (SSD) 

SSD was introduced to object detection since 2016 used the COCO or PascalVOC 

datasets. SD was good in localization and classification functions. Further the 

accuracy on an object detection was very high. SSD networks only use a single 

network to generate bounding boxes and simultaneously classification by regression-

based method. SSD can achieve real-time processing on GPU. It breaks the input 
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image in to grids by detecting objects with SSD network, and each mesh predicts the 

trust or the confidence and point of two object boxes. Futher, the higher level of the 

network SSD worked with the default boxes of the feature maps. Then using the 

feature maps it can detect or recognize the different object types in different scales. 

Figure 3.7 illustrates the general architecture of the SSD network. 

  

    

 

 

 

 

 

 

 

 

 

 

Figure 3. 7 the General architecture of the SSD network. 

 

3.8 Summery 

This chapter involved with the technologies that are going to be used during the research 

itself. Mainly the image and video processing are the main technology to compare the 

efficiency of the detection and recognition of the abandoned objects in real-time 

surveillance. In this sense the use of three deep learning tools of Faster RCNN, YOLO-

V3 and the SSD and evaluate their performances, efficiencies will be calculated. The next 

chapter will discuss about the novel approach to obtain the desired results to finalize the 

most suitable tool (Out from faster RCNN, YOLO-V3 and the SSD) to use in future 

researches from above mentioned tools how far will it possible. 
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         Chapter 4 

Image and Video Processing approach to Comparison 

on an Abandoned object Detection and Recognition in 

real-time Surveillance. 
 

4.1 Introduction 

This chapter focuses on gathering of information and data, then categories data into two 

categories, like train data and test data. Those data will use to detect or recognize the 

abandoned objects by the use of Image and Video processing tools. After that research 

plan to do a comparison among three most advance and effective tools then will decide to 

find best resulting tools for the future works. The following Figure 4.1 illustrates the 

General model for the comparison on tools of object detection and recognition.  

 

 

 

 

 

 

 

 

 

 

Figure 4. 1 General model of comparison on tools of object detection and recognition. 

 

4.2 Input 

Since this is a comparison type research, I could capture the required amount of the 

CCTV video and image footages under 75% of training data and 25% of testing data. The 

DSCSC camp itself I could obtain such amount of videos then I made the images by the 

Object detection framework 
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use tool call ANACONDA. After that the images validation needed for the future works. 

After that, the cleared data can be used for the future experiments. 

4.3 Output 

The main output of the research is to decipher the most efficient tool to detect and 

recognize of abandoned objects accurately through image processing concept. This will 

be an indicator for the future researches to select the most correct path to use the best tool 

for the relevant purpose as well. 

 

4.4 Process 

The process of image and video processing properly scrutinize each step one by one. The 

using of especial kinds of algorithms, methods and tools the object detection or 

recognition measured. But the comparison of the most efficient and effective tool out of 

three tools (Faster RCNN, YOLO-V4 and SSD) were measured through the final result of 

each tool. The accuracy percentage and less time consumption taken in to the account. 

Because those two factors directly considered to finalize the best tool to use for future 

experiments or the applications to quick and accurate response. 

 

4.5 Users 

The researches, manufacturers in different kinds of fields like medical, science, and 

engineering are vastly use this technology.  

 

4.6 Features 

The solution proposed from this research will immensely benefited to all researches in 

their future researches. Because, the findings of this research will use for future activities 

in order to obtain the maximum output. Further, these concepts can use in no of fields to 

under different circumstances. Most important point is using of correct algorithm or the 

tool to correct place or the correct problem to obtain the maximum or the best result 

could be finalize from the findings from this research.  
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4.7 Regression 

In this research data images will be the Input to the different three object detection and 

recognition tools in the machine learning. Those are real time alive and continuous 

images obtain directly from the CCTV camera and the tools will exhaust the output as the 

speed of input coming through the tool. The concept of the image processing will discuss 

under the supervised learning. Therefore, the identification of the abandoned objects 

more accurately will produce the minimum of errors. Then the tools which provide more 

accurate outputs with minimum of errors will be the best tool to use for further detection 

process.  

 

4.8 Classification 

The point of data classification under the supervised learning will support to identify the 

image whether directly right or wrong. That sense to algorithm to whether the input is a 

particular identified object or not. If it is ‘yes’ then the bounding box will appear as red 

color if it is ‘No’ it will not appear as such. This will be measured separately and 

individually from each three tools. Even though this is for the binary classification 

sometimes it may happen for multiple class classification. Then, in case of multiple 

classes tools or the models will performed for the multiple class object or the variables.  

 

4.9 Summery 

This chapter discussed the novel approach to find out the best tool out of all other tools at 

present. The research conducted from using most functional and effective three tools. The 

findings of the research would directly important for the future applications in different 

aspects of different platforms. The next chapter will illustrates the research design for the 

above mentioned novel approach.  
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         Chapter 5 

The Research design for the comparison on abandoned 

object detection and recognition in real-time 

surveillance. 

 

5.1 Introduction  

The last chapter explained the research with the required and prominent image and video 

processing approach to the abandoned object detection and recognition in real time with 

the minimum delay. During this chapter research focuses on best top level design for the 

abandoned object detection and recognition in real time surveillance. Further, there 

illustrates the comparison of three tools (Faster RCNN, YOLO-V4 and SSD) then obtain 

and select the best performance tool for future matters under the limitations.  

 

5.2 High level Architecture of Research Design  

The expansion of the science and the technology of the planet of human beings. They got 

used to create things to make the life comfortable in several no of fields like 

Administration, Daily affairs and living standards. Secondly they got use of machines to 

help their works and hoped to obtain massive out come in the sense of high efficiency. 

Because of that they had to face for ‘competition’. This course them to think of the safety 

or the security in different angles and circumstances. Since the era of the rock all the way 

come to today there were lots of things happened, but today world become and entertain 

the digitized environment. Therefore, we need to concentrate of the safety of every 

matter. Therefore the security has become a vital role in everywhere. 

 

The bad out result of terrorism came to the theatre with the life treat. Therefore, the use 

of every precautions really important. Then, States were spent billions of money to find 

most sophisticated solutions to live free and happiness. The avoidance of disasters by the 
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use of visual detectors and sensors really important than manual detection methods. 

Because it can minimize the life risk of those who are engaging with that duty or the 

treat. The introducing of the Computer Vision Technology and its application to the 

world there are lot of models, frameworks, theories, algorithms, environments…etc were 

innovated to the world. This caused to produce new Concepts, Products in order to solve 

the aforesaid quarries. 

 

In this research author supposed to do a comparison on most effective three models 

which related to an object detection and recognition [17] in real-time under 

heterogeneous situation of video footages with most common and practical ground 

situation. First the data were obtain by the use of Static CCTV Camera footages and then 

those footages will be run through the latest software framework model to train and 

deploy for deep neural network in order to an obtain the quantitative results to analyze. 

Further, it obtains the support of the certain types of applications for data pre-processing 

and post processing. Then, the object detection processes by the three selected models. 

The analytical comparison considered by the accuracy of the three models separately. 

Further, there is a depth written program run through the python platform (latest Python 

3.8 with anaconda) to indicate the results. Secondly, the same video footage tested 

through the three models simultaneously to compare the minimum time taken to indicate 

the results by keeping the rest of the other parameters stable. Following figure 5.1 

Activity diagram illustrates the flow of the high level design clearly. 

 

Figure 5. 1 an Activity Diagram 
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The input video were obtained from fixed static HD CCTV cameras which already 

installed in the DSCSC premises. Once the video clips obtained those clips were clearly 

and systematically resized, rectified the blur portions and transmission of the color 

pattern from the BGR to RGB of the selected clips. Thirdly, the padding adjustment, 

distance calculation then the initial object detection done before the next step. Finally, the 

decision making process of the recognized object will be an abandoned or not decide in 

the last step of the process.  

 

5.3 Summery 

This Chapter discussed about the high level architecture of the research design and the 

analysis. The activity diagram has explained the most important key steps and the 

algorithms, models, libraries and the based platform. It could give a fair understanding 

and forecast of the research. The next chapter do an in detail explanation of the proper 

Implementation of the each steps for the better understanding. 
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         Chapter 6 

Implementation  
 

6.1 Introduction 

The previous chapter was discussed about the initial or the overall research design 

architecture. This chapter illustrates and discuss in detail description of each an 

individual step very clearly. Further, this chapter does a comprehensive clarification and 

explanation about all the methods, algorithms, models, libraries, frameworks and theories 

used to obtain the final desired results. 

 

6.2 Selection of Input Video clips 

The MXnet data framework developed by the Apache Software Foundation. It is open 

source deep learning framework that allow to train, define and deploy on deep neural 

network in wide array of platform. On top of the MXnet platform the OpenCV, GluonCV 

and the Common Object Context (COCO) is a large scale object detection, segmentation 

and captioning dataset. Further, MXnet framework comparatively accurate and fast both 

in GPU (Graphical Processing Unit) and CPU (Central Processing Unit) environments. 

Figure 6.1 related infrastructure indicated the required resources for the object detection.  

The OpenCV (Open Source Computer Vision Library) basically used to provide 

infrastructure of computer vision applications such as image processing.  

 

 

 

 

 

 

Figure 6. 1 related infrastructure 
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The raw input video clips initially obtain from the HD CCTV Outdoor and Indoor cams 

which already installed and operation in the DSCSC premises. Those cams are fixed and 

static continuously day and night capturing the real-time video for the manual 

surveillance. These video clips are taken in .AVI format for the research but it does not 

make any confusion even though using of formats like MP4, MPEG-4 or WMV so on. 

Here it is used the .AVI format throughout the research. Here Figures 6.2 indicated the 

example input video clip which was used for the research. The research basically done in 

the MXnet data framework. 

 

 

 

 

 

 

 

 

 

Figure 6. 2 Raw input video clip 

 

6.3 Pre-Processing of the input videos 

The resizing of the correctly absorbed live videos, transformation of the colors from BGR 

to RGB which is accepted pattern of the particular system, irradiating of unwanted 

formats or the data could be removed then the input sources were converted to a useful 

manner under the pre- processing stage under the figure 5.1 Activity diagram. The 

following Figure 6.3 pre-processing, source codes indicate how those functions were 

occurred as follows. 
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Figure 6. 3 Pre-Processing 

 

6.4 Distance Calculation  

The distance calculation in between the object and the owner who belongs to the item 

(Object) calculated in pixel values. The research has planned to do a comparison among 

three models by keeping other variables static. Therefore, first need to fix the Threshold 

value, minimum distance, and frame size properly to each video input, then could do the 

testing by using the three models individually separately. The said parameters have 

illustrated in Figure 6.4 Distance calculation how those figures have included for a 

particular video input. 

 

 

 

 

Pre- Processing 
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Figure 6. 4 Distance Calculation 

The OpenCV library on MXnet framework has determined the distance calculation base on the 

following triangulation equation. 

D = (W x F) / P 

D: Unknown Distance (Required distance to be calculated) 

W: Known Distance  

F: Focal Distance or Focal length 

P: Per Width  

 

6.5 Transformation  

The transformation of the parameters such as  corner_points, matrix, width, 

image,list_downloads  were handled by the OpenCV. There the use of ‘numpy’ and ‘cv2’ 

packages used to do the transformation in aforesaid parameters. Further; two functions of 

‘transform.py’ and ‘cv2.getperspectivetransform’ were used to do the proper 

transformation as shown in figure 6.5 of transformation of corner points, images.  The 

numpy used to do numerical processing and th cv2 used OpenCV bindings. 

cv2.getperspectivetransform used to obtain a maxim accurate top down ‘Bird eye view’of 

Distance 

Calculation 
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the images. Further, there were two arguments were used one is ‘rect’ used to have the 

four (4) Region of Interest (ROI) and second argument was ‘dst’ to have the list of 

transform points. Finally, the ‘cv2.warpperspective’ provided the warped image as the 

return.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. 5 Transformation of the images and corner points  

 

6.6 Object Detection 

The packages of GluonCV on top of the MXnet framework used to detect the object. The 

object detection was following no of sequence to detect an object. First step uploaded the 

required libraries here Opencv and gluonCV, MXnet framework. Secondly, needed to 

read the image which already entered and preprocessed. Thirdly, the transformation 

occurred. There was one image created except the original picture. The secondly created 

picture used to plott the results and later it was released as the output video clip. Fourthly, 

got use of the pre-trained models from the gluonCV model zoo. There need to keep 

Packages: numpy and cv2 

Functions: transform.py &             

cv2.getperspectivetransform 

Arguments: rect & dst 
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remember that arguments in true position. During the detection position needed to use the 

MXnet framework array. Not only that the use of image classes index needed to when the 

objects were detected. Figure 6.6 and 6.7 shows the object detection coding and the 

image classes which already uploaded in the program. 

 

 

 

 

 

 

 

 

 
 

Figure 6. 6 Object Detection 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. 7 Class variables 
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6.7 Decision Making Process (Abandoned / Non Abandoned) 

Basically the object detection and the recognition has explained during the previous 

lectures. Once it comes to the decision making stage it is an important and critical 

position of the whole research concern. Because wrong decision cause big damages 

directly and indirectly in different kinds of environment. This research focused only on 

object detection and recognition and then it was going to decide whether particular object 

or the items is an abandoned or not. The research has mingled the MXnet with the 

GluonCV Toolkit to find the detected objects whether abandoned or not. If it is an 

abandoned then it was indicated in red color bounding box and when it is with the owner 

or having contact with the owner it indicates as non-abandoned indicated in Blue color. 

When the particular object become an abandoned like dis-attached from the owner then it 

indicated in Red color bounding box. The following figure 6.8 (a) & 6.8 (b) illustrated the 

particular source codes which used to do the correct decision making process of whether 

the detected or recognized object was an abandoned or non-abandoned. 

 

Figure 6. 8 Decision making source code of abandoned/non abandoned 

 

Further, following Figure 6.9 (a) & (b) Abandoned and Non abandoned indicates the 

visual identification of a particular object become an abandoned or non abandoned once 

the above figure 6.8 source codes function correctly. 
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6.8 Summery  

This Chapter explained in detail collaboration of step by step implementation from the 

high level architecture until the decision making process of particular detected object 

whether abandoned or non-abandoned. Further, time to time supported source codes were 

displayed for the easy understanding and do the proper investigation those were really 

helped. In next Chapter Seven (7) will illustrate the proper evaluation of the results of the 

previous implementation and the design.  
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         Chapter 7 

Evaluation  

 

7.1 Introduction 

The previous Chapter Six explained the proper implementation of the designed structure 

in practical and what were the expected outcomes. Further, realized about the practical 

issues when the implementation was carried out. This Chapter Seven (7) has gone to the 

evaluation of received out come as the results during the implementation of the research 

design. This may very much useful for the future researches and implementations to 

follow their studies.  

 

7.2 Knowledge base distance calculation 

The evaluation of this research is depend upon the outcome results. Those results used to 

do the comparison among the models. During the implementation whole process was ran 

on the MXnet platform and the detection and recognition was done by the GluonCV, then 

the OpenCV was used to do Image loading, pre-processing,Colour transformation, and 

bird view transformation. while, there were lot of other tools, methods, algorithms, 

calculations, were used to obtain the expected accurate results.  

 

In this research there was an issue to calculate of the distance in two aspects one is 

distance between camera and the object, then second distance was to calculate the 

distance which unattached from the owner to identify whether particular object become 

an abandoned. The Triangular equation was used to calculate the distance for the first 

requirement under section of 6.4 para in implementation topic. The above second 

requirement was done by ‘equiladian equation’. Actually three dimensional video will 

consider two dimensional plane then the calculation of the distance among the owner and 

object from the aforesaid equation. Following Figure 7.1 (a) (b) and (c) Equiladian 

distance calculation equation will illustrate the distance calculation as follows. 
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               Figure 7. 1 The Equiladian equation: Calculation of the distance in between two points           

 

Basically, the whole program was written on Python 3.8  and it determines abandoned 

and non- abandoned dependency on distance calculation inbetween the owner and the 

object of particular video. Source code define to decide the said abandoncy if the distance 

(in between object and the owner)is more than 400 pixels it detect and recognize as the 

abandoned (if the object is an abandoned, the bounding box indicates in Red colour) or if 

not it is non-abandoned (if the object is non-abandoned, the bounding box indicates in 

Green colour) following figure 7.2 the pixel distance limitation for the abandoncy will 

illustrates the process of how to determine the distance calculation to decide the 

abandoncy.  
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Figure 7. 2 the pixel distance limitation 

 

7.3 The steps which occurred while input video clips going through the model  

This research used three input video clips for the research purpose. And each video clip’s 

threshold value was kept static or unique for the three models (Faster RCNN, YOLO-V3 

& SSD) during the testing. Like that there are three different threshold values used for the 

three video inputs to obtain maximum results.Initially, under the preparation stage first 

each input video clip had arranged the important video area so that model to acquire the 

required are of detect only to minimize the time waste while producing the real-time 

results as well as real time detections. 

 

For the easy understanding of the object detection process of the videos, it explains as 

follows; 

(a) First those each input video while testing occurs model divide whole video 

clip in to one second time slots.  

(b) Then during the one second time period input video will cut in to five 

photo frames. 
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(c) Mean time model use to send same video slot through the algorithm to 

mark the object whether abandoned or non-abandoned while it is creating 

same one second video clip freeze in to five photo frames with colored 

(Red color for the abandoned object and Green color for the non-

abandoned object) bounding boxes.  

 

(d) Finally, python source code creates the folders for whole video input 

consisting with result and ground truth folders in each one second photo 

frame folder. Figure 7.3 indicates the ‘ground truth’ folder and the 

produced ‘result’ folders separately. 

 

 

Figure 7. 3 (a), (b) & (c) input and resultant output video clips 

 

 Once the each three video input testing through the three models eventually obtained the 

output results according to the input videos. Those out puts obtain as produced video and 

its photo frame folders. This will create easy environment to check, decide and compare 

the ground truth and result output video more accurately. Then the system of deciding the 
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binary values for the inputs (ground truth binary value) and outputs (result binary value) 

indicates as follows; 

 

(a) If input/output video indicate 3 out of 5 same indication (if selected 

objects’ bounding box indicates green colour majority then it consider as 

non-abandoned and if it gets Red then it consider as the abandoned) then 

that would be taken as a decision of particular one second time. 

 

(b) When the decision taken with regards to above (a), binary value = 1 (one) 

assign to indicate the object is an ‘abandoned’ value = 0 (zero) assign to 

indicate non abandoned. 

 

7.4 Steps taken to measure the output results  

The research has planned to use by three separate video inputs. The threshold value of 

each are different but that value were stable for three models for testing. The threshold 

values of each video input is as follows; 

 

(a) Bike video clip - threshold value is 0.004 for all three inputs. 

(b) Bottle video clip – threshold value is 0.06 for all three inputs. 

(c) Laptop video clip- threshold value is 0.39 for all three inputs. 

 

Further, these kind of knowledge base activity need to be practiced very carefully. The 

procedure of deciding the values 1 or 0 to given input/ output have explained under the 

above para 7.3 First, one input video clip used to check through the three models 

separately then marked the input/output values accordingly as shown in the figure 7.4 of 

patterns of marking input/output values. 
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Ser 

No 

Motor bike – Threshold 

value =(0.004) 

Bottle – Threshold value = 

(0.06) 

Laptop – Threshold value = 

0.39 

GT   Faster  

RCNN 

YOLO SSD GT Faster  

RCNN 

YOLO SSD GT Faster

RCNN 

YOLO SSD 

0 No No No No 0 1 0 1 0 0 0 0 

1 No No No No 0 1 0 0 0 0 0 0 

2 No No No No 0 0 0 1 0 0 0 0 

3 No No No No 0 0 0 0 0 0 0 0 

4 No No No No 0 0 0 0 No No No No 

5 0 0 0 0 0 0 0 0 No No No No 

6 0 0 0 0 0 0 0 0 0 0 0 0 

7 0 0 0 0 0 0 0 0 0 0 0 0 

8 0 1 0 0 1 0 0 0 0 1 0 0 

9 0 0 0 0 1 0 0 0 0 1 0 0 

10 0 0 0 0 1 1 1 1 0 0 0 0 

11 0 0 0 0 1 1 1 1 0 0 0 0 

12 0 0 0 0 1 1 1 1 0 0 0 0 

13 0 0 0 0 1 1 1 1 0 0 0 0 

14 0 0 0 0 1 1 1 1 0 0 0 0 

15 0 0 0 0 1 1 1 1 0 1 0 0 

16 0 0 0 0 1 1 1 1 0 1 0 0 

17 0 0 0 0 1 1 1 1 0 0 0 1 

18 0 0 0 0     0 0 1 1 

19 1 0 0 0     1 1 1 1 

20 1 1 0 1     1 1 1 1 

21 1 1 1 1     1 1 1 1 

22 1 1 1 1     1 1 1 1 

23 1 1 1 1     1 1 1 1 

24 1 1 1 1     1 1 1 1 
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 * No – uncountable raw values (required to remove when the filtering step) 

Figure 7. 4 results gathering by manual data system 

 

7.5 How to measure the Accuracy of the models 

The machine learning use to measure the accuracy of binary values. This is call as 

binary classification matrix. The matrix call as ‘Confusion matrix’. There are 

basically four terms use in the Confusion matrix. True positive (TP), False Positive 

(FP), False Negative (FN), and True Negative (TN). It can be demonstrate by figure 

7.5 as follows; 

 

 

 

 

 

 

 

Figure 7. 5 Confusion Matrix table    

 

The each model needs to test three input videos and needs to calculate the accuracy 

model for each video respectively. The following equation may use to calculate the 

accuracy of the model for particular input video. 

 

 The Accuracy = (TP + TN)/ (TP+FP+FN+TN) 

 TP: True Positive 

 TN: True Negative 

 FP: False Positive 

 FN: False Negative 
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7.5.1 Step one 

Insert binary raw values to the table as shown in the Figure 7.4 above for each input 

video against the ground truth value. 

 

7.5.2 Step two 

Filter the required range of input and output values. Remove of counting non response 

‘No’ values cells by counting as inputs or outputs. Therefore, remove those values from 

whole dataset. Figure 7.6 shows the selecting of proper clear data set. 

 

Se

r 

N

o 

Motor bike – Threshold 

value =(0.004) 

Bottle – Threshold value = 

(0.06) 

Laptop – Threshold value = 

0.39 

G

T   

Faster  

RCN

N 

YOL

O 

SSD G

T 

Faster  

RCN

N 

YOL

O 

SSD GT Faster

RCN

N 

YOL

O 

SSD 

0 0 0 0 0 0 1 0 1 0 0 0 0 

1 0 0 0 0 0 1 0 0 0 0 0 0 

2 0 0 0 0 0 0 0 1 0 1 0 0 

3 0 1 0 0 0 0 0 0 0 1 0 0 

4 0 0 0 0 0 0 0 0 0 0 0 0 

5 0 0 0 0 0 0 0 0 0 0 0 0 

6 0 0 0 0 0 0 0 0 0 0 0 0 

7 0 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 1 0 0 0 0 0 0 0 

9 0 0 0 0 1 0 0 0 0 1 0 0 

10 0 0 0 0 1 1 1 1 0 1 0 0 

11 0 0 0 0 1 1 1 1 0 0 0 1 

12 0 0 0 0 1 1 1 1 0 0 1 1 

13 0 0 0 0 1 1 1 1 1 1 1 1 

14 1 0 0 0 1 1 1 1 1 1 1 1 
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15 1 1 0 1 1 1 1 1 1 1 1 1 

16 1 1 1 1 1 1 1 1 1 1 1 1 

17 1 1 1 1 1 1 1 1 1 1 1 1 

18 1 1 1 1     1 1 1 1 

19 1 1 1 1         

Figure 7. 6 the filtering of clear data set. Remove the unwanted ‘No ‘data values. 

 

7.5.3 Step three   

Use the confuse matrix to calculate the accuracy percentage for each model with respect 

to the input video clip. This values provides the quantitative measurement of the accuracy 

of each model as shown in above Figure 7.5 shows the clear data set to be used to 

calculate the accuracy.  

 

7.5.4 Step Four 

The calculation and results are as follows; 

For motorbike video input – Table (a) 

Faster RCNN,  

Total readings 20 nos, TP=5, TN=12, FP=1 & FN=2 

(Accuracy)- Faster RCNN = [(TP + TN)/ (TP+FP+FN+TN)] X 100% 

                                           = [(5+12)/ (5+1+1+13)] X100% 

                                           = 85% 

Precision = [TP/ (TP+FP)] X100% = [(5)/ (5+1)] X100% = 83.33% 

Recall = [(TP)/ (TP+FN)] X 100% = [(5)/ (5+2)] X 100% = 71.40% 

The results of each video input against the model has shown in following figure 7.6 of 

calculated results of models. 
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Ser 

No 

Video input 

Description 

 

MODELS 

Faster RCNN YOLO – V3 SSD 

  P(%) R(%) A(%) P(%) R(%) A(%) P(%) R(%) A(%) 

01 Motor bike 83.3 71.4 85 100 71.4 90 83.3 71.4 85 

02 Bottle 61.5 80 61.1 100 80 88.8 72.7 80 72.2 

03 Laptop  60 100 78.9 85.7 100 97.7 75 100 89.5 

 

P – Precision    R – Recall      A - Acurracy 

Figure 7. 7 the calculated results of the three models 

 

According to the above figure 7.6 results chart of the models it indicates that the accuracy 

level changed not only the video input but with other number of reasons. According to 

the above readings accuracy comparison as follows; 

(a) Motor bike input – The best accuracy was performed by YOLO – 

V3(90%). 

(b) Bottle input – The best accuracy was performed by YOLO-V3(88.8%). 

(c) Laptop input – The best accuracy was performed by YOLO – V3(97.7%). 

 

7.6 Summery 

This chapter was examining of the best accurate model comparison for object detection 

and recognition. Above Figure 7.8 shown the final results of the models. It confirms that 

there are N number of reasons are affecting to the accuracy level of particular model. 

Therefore, the results will vary one to another in different video input even for same 

model. The nest chapter will do the conclusion and future works to be implemented for 

better function in future use. 
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         Chapter 8 

Conclusion and Future Works 
 

8.1 Introduction 

This research was mainly focusing on the  modeling on  abandoned object detection and 

recognition in real time surveillance. Actually, the background details were enriched the 

requirement of having such a effective model to in realtime surveillance rather than the 

manual monitoring methods. Then literature proved further what are the loop hols to be 

filled to fulfill the exsisting requirement. The use of specific technologies and their 

capabilities were discussed and finalized in order to beging with a proper approach to 

obtain the desired goals. Most of the time it is most important to have at least high level 

design or an architecture to go through till reach the end result. Therefore having a proper 

research design was really important and it is must. Though the design are drawn but 

must be implement in real world that was the biggest challenge to overcome. Each step of 

the design process needed to be expalained how do the research run through the each step 

and what are the difficulties and achievements and those out results were immensely used 

to obtain the next step success.  

 

The implemented system needs to be checked whether it is correct or accurate then how 

far it is successful and what are the observed out results as failers. These were done 

duting the process of the evalusation step. Actually from the beginning until the 

evaluation it was a continuos flow or determining what is the best performing model for 

the abandoned object detection and recognition during the real time surveillance 

environment this was deeply accurately calculated by the use of confution matrix 

algorithm among most popular three models. Among them statistically could be able to 

find the most accurate model for real time surveillance. During this chapter may elobarate 

the conclusion and future works to be done and what were the limitations had during the 

whole process. Finally, it noted that what are the future works to be done to uplift the 

more adaptobale, accurate and speed modeings to use in real time surveillance platform. 
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8.2 Limitations  

The object detection and recognition real time is very deep machine learning concept. It 

is very new direction of study and very interested. There are many models, frameworks, 

libraries, algorithms… etc have been used and tested to obtain good output. Due to that 

reason lots of researches have done and still continuing their experiments to find the best 

system.because those results were specific for specific envirionment. This was a very big 

limitation. Because even capability of the cameras, their angles, different lighting effects 

…etc were the barriers or the limitationsSecondly machine learning, and neural network 

fields associate with high end equipments such as VGA, OSs, RAMs, and PCs.therefore 

doing experiments or the researches on this field need to pay more financial weight rather 

than other IT related researches. Therefore high performing labs needed to be used for the 

experiments. This type of newly generated field of study it very must good and important 

it causes to improve the knowledge on particular subject or the field and it opens the 

doors to improve the skills. Therefore, lack of skill on seveal fields such as programming, 

neural networking, algorithms, frameworks, datasets, libraries, toolkits …etc may cause 

huge advantage. But if it is low it would be a great limitation to carry on with the works. 

 

8.3 Future works  

This research evaluation was done by the use of basic mathematical equation call 

confution matrix to find the accuracy of each model.again once taking ground truth data 

it was taken one second of video freeze in to five photo frames and decided the 

abandoncey by naked eye. This needed to be improved in order to obtain most accurate 

ground truth input data.  

 

Simply the research was focused on the determining of the accuracy of the three models. 

then identify  the best performing model after the evaluation of the models. The finding 

of the speed among the models also very much important like finding the accuracy of the 

model. Therefore the  most speedest and maximum accurate model among them in real-

time surveillance  also most important due to operations are running on real-time. 

Therefore, finding of most speedest model as such that needs to be done as the future 
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works. The testing of different models in different frameworks , and use of 

datasets,libraries, toolkits and algorithms will help to improve the further knowledge on 

the subject and related tools, algorithms to find better models for real-time surveillances. 

Further, deep study on background and foregroung models and creating frams and 

bounding boxes and their definings needed to be done more precisely. Then the 

improvments of the out put results like accuracy would be able to enriched.  

 

8.4 Summery 

This chapter discussed the limitations had during the research and the barriers against the 

implementation. What are the points that had been concerned during the whole process. 

Then explained the future works to be done for the best output results and study on 

further deep through the subject and find new valuable findings for the future generation 

to implement and make interest of future generation to creat inventions to improve or 

uplift the present standards. 
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Appendix – A 

Source code 1- 

Source code of Python 3.8 for abandoned object detection and recognition. 

 

 

 

 

 

 

 

 

 

Appendix A: 1 Source code of Python 3.8. – Source code 1 

 

Source code 2- 

Source code of Python 3.8 for abandoned object detection and recognition. 

 

 

 

 

 

 

 

 

 

 

Appendix A: 2 Source code of Python 3.8. – Source code 2 
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Source code 3- 

Source code of Python 3.8 for abandoned object detection and recognition. 

 

 

 

 

 

 

 

 

 

 

Appendix A: 3 Source code of Python 3.8. – Source code 3 

 

Source code 4- 

Source code of Python 3.8 for abandoned object detection and recognition. 

 

 

 

 

 

 

 

 

 

Appendix A: 4Source code of Python 3.8. – Source code 4 
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Source code 5- 

Source code of Python 3.8 for abandoned object detection and recognition. 

 

 

 

 

 

 

 

 

 

 

Appendix A: 5 Source code of Python 3.8. – Source code 5 

 

Source code 6- 

Source code of Python 3.8 for abandoned object detection and recognition. 

 

 

 

 

 

 

 

 

 

Appendix A: 6 Source code of Python 3.8. – Source code 6 

 


