
DUPLICATE DETECTION IN MULTI-DOMAIN COMMUNITY QUESTION ANSWERING 

51 
 

REFERENCES 

 

[1] J. Bian, Y. Liu, E. Agichtein, and H. Zha, “Finding the right facts in the crowd,” 

Proceeding of the 17th international conference on World Wide Web - WWW ’08. 2008. 

[2] X. Wang, L. Zhang, T. Xie, J. Anvik, and J. Sun, “An approach to detecting 

duplicate bug reports using natural language and execution information,” Proceedings 

of the 13th international conference on Software engineering - ICSE ’08. 2008. 

[3] H. Wang and P. Poupart, “Overfitting at SemEval-2016 Task 3: Detecting 

Semantically Similar Questions in Community Question Answering Forums with Word 

Embeddings,” Proceedings of the 10th International Workshop on Semantic Evaluation 

(SemEval-2016). 2016, doi: 10.18653/v1/s16-1133. 

[4] P. Runeson, M. Alexandersson, and O. Nyholm, “Detection of Duplicate Defect 

Reports Using Natural Language Processing,” 29th International Conference on 

Software Engineering (ICSE’07). 2007. 

[5] D. Hoogeveen, K. M. Verspoor, and T. Baldwin, “CQADupStack,” Proceedings of 

the 20th Australasian Document Computing Symposium on ZZZ - ADCS ’15. 2015. 

[6] J. Jeon, W. Bruce Croft, and J. H. Lee, “Finding similar questions in large question 

and answer archives,” Proceedings of the 14th ACM international conference on 

Information and knowledge management - CIKM ’05. 2005. 

[7] H. Duan, Y. Cao, C.-Y. Lin, and Y. Yu, “Searching Questions by Identifying 

Question Topic and Question Focus,” in ACL, 2008, pp. 156–164. 

[8] M. Franco-Salvador, S. Kar, T. Solorio, and P. Rosso, “UH-PRHLT at SemEval-

2016 Task 3: Combining Lexical and Semantic-based Features for Community 

Question Answering,” Proceedings of the 10th International Workshop on Semantic 

Evaluation (SemEval-2016). 2016, doi: 10.18653/v1/s16-1126. 

[9] A. Singh, “Entity Based Q&A Retrieval,” in Proceedings of the 2012 Joint 

Conference on Empirical Methods in Natural Language Processing and Computational 

Natural Language Learning, Jeju Island, Korea, 2012, pp. 1266–1277. 

[10] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient Estimation of Word 

Representations in Vector Space,” arXiv [cs.CL], Jan. 2013. 

[11] K. Wang, Z. Ming, and T.-S. Chua, “A syntactic tree matching approach to finding 

similar questions in community-based qa services,” Proceedings of the 32nd 

international ACM SIGIR conference on Research and development in information 



DUPLICATE DETECTION IN MULTI-DOMAIN COMMUNITY QUESTION ANSWERING 

52 
 

retrieval - SIGIR ’09. 2009. 

[12] H. Yang and J. Callan, “Near-duplicate detection by instance-level constrained 

clustering,” Proceedings of the 29th annual international ACM SIGIR conference on 

Research and development in information retrieval - SIGIR ’06. 2006. 

[13] C. D. Manning, P. Raghavan, and H. Schütze, Introduction to Information 

Retrieval. Cambridge University Press, 2008. 

[14] C. J. Burges, R. Ragno, and Q. V. Le, “Learning to Rank with Nonsmooth Cost 

Functions,” in Advances in Neural Information Processing Systems 19, P. B. Schölkopf, 

J. C. Platt, and T. Hoffman, Eds. MIT Press, 2007, pp. 193–200. 

[15] J. Guo et al., “A Deep Look into neural ranking models for information retrieval,” 

Information Processing & Management. p. 102067, 2019. 

[16] T.-Y. Liu, “Learning to Rank for Information Retrieval.” 2011, doi: 10.1007/978-

3-642-14267-3. 

[17] L. Page, S. Brin, R. Motwani, and T. Winograd, “The PageRank Citation Ranking: 

Bringing Order to the Web,” Nov. 1999. 

[18] Y. Ganin and V. Lempitsky, “Unsupervised Domain Adaptation by 

Backpropagation,” arXiv [stat.ML], 26-Sep-2014. 

[19] I. Goodfellow et al., “Generative Adversarial Nets,” in Advances in Neural 

Information Processing Systems 27, Z. Ghahramani, M. Welling, C. Cortes, N. D. 

Lawrence, and K. Q. Weinberger, Eds. Curran Associates, Inc., 2014, pp. 2672–2680. 

[20] E. Tzeng, J. Hoffman, N. Zhang, K. Saenko, and T. Darrell, “Deep Domain 

Confusion: Maximizing for Domain Invariance,” arXiv [cs.CV], 10-Dec-2014. 

[21] E. Tzeng, J. Hoffman, K. Saenko, and T. Darrell, “Adversarial Discriminative 

Domain Adaptation,” 2017 IEEE Conference on Computer Vision and Pattern 

Recognition (CVPR). 2017. 

[22] X. Qiu and X. Huang, “Convolutional neural tensor network architecture for 

community-based question answering,” in Twenty-Fourth International Joint 

Conference on Artificial Intelligence, 2015. 

[23] H. Palangi et al., “Deep Sentence Embedding Using Long Short-Term Memory 

Networks: Analysis and Application to Information Retrieval,” IEEE/ACM 

Transactions on Audio, Speech, and Language Processing, vol. 24, no. 4. pp. 694–707, 

2016. 

[24] Z. Wang, W. Hamza, and R. Florian, “Bilateral Multi-Perspective Matching for 

Natural Language Sentences,” Proceedings of the Twenty-Sixth International Joint 



DUPLICATE DETECTION IN MULTI-DOMAIN COMMUNITY QUESTION ANSWERING 

53 
 

Conference on Artificial Intelligence. 2017. 

[25] J. Mueller and A. Thyagarajan, “Siamese recurrent architectures for learning 

sentence similarity,” in Thirtieth AAAI Conference on Artificial Intelligence, 2016. 

[26] S. Romeo et al., “Neural attention for learning to rank questions in community 

question answering,” in Proceedings of COLING 2016, the 26th International 

Conference on Computational Linguistics: Technical Papers, 2016, pp. 1734–1745. 

[27] J. Yu et al., “Modelling Domain Relationships for Transfer Learning on Retrieval-

based Question Answering Systems in E-commerce,” Proceedings of the Eleventh ACM 

International Conference on Web Search and Data Mining - WSDM ’18. 2018. 

[28] D. Liang et al., “Adaptive Multi-Attention Network Incorporating Answer 

Information for Duplicate Question Detection,” Proceedings of the 42nd International 

ACM SIGIR Conference on Research and Development in Information Retrieval - 

SIGIR’19. 2019. 

[29] D. Hoogeveen, L. Wang, T. Baldwin, and K. M. Verspoor, “Web Forum Retrieval 

and Text Analytics: A Survey,” Foundations and Trends® in Information Retrieval, 

vol. 12, no. 1. pp. 1–163, 2018. 

[30] H. Zhao, S. Zhang, G. Wu, J. M. F. Moura, J. P. Costeira, and G. J. Gordon, 

“Adversarial Multiple Source Domain Adaptation,” in Advances in Neural Information 

Processing Systems 31, S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-

Bianchi, and R. Garnett, Eds. Curran Associates, Inc., 2018, pp. 8559–8570. 

[31] D. Cohen, B. Mitra, K. Hofmann, and W. Bruce Croft, “Cross Domain 

Regularization for Neural Ranking Models using Adversarial Learning,” The 41st 

International ACM SIGIR Conference on Research & Development in Information 

Retrieval - SIGIR ’18. 2018. 

[32] Z. Pei, Z. Cao, M. Long, and J. Wang, “Multi-adversarial domain adaptation,” in 

Thirty-Second AAAI Conference on Artificial Intelligence, 2018. 

[33] S. Robertson, “The Probabilistic Relevance Framework: BM25 and Beyond,” 

Foundations and Trends® in Information Retrieval, vol. 3, no. 4. pp. 333–389, 2010. 

[34] D. Hoogeveen, “Real and misflagged duplicate question detec-tion in community 

question-answering,” PhD thesis. 

 

[35] P. Liu, X. Qiu, and X. Huang, “Adversarial Multi-task Learning for Text 

Classification,” Proceedings of the 55th Annual Meeting of the Association for 

Computational Linguistics (Volume 1: Long Papers). 2017, doi: 10.18653/v1/p17-1001. 



DUPLICATE DETECTION IN MULTI-DOMAIN COMMUNITY QUESTION ANSWERING 

54 
 

[36] X. Chen and C. Cardie, “Multinomial Adversarial Networks for Multi-Domain 

Text Classification,” Proceedings of the 2018 Conference of the North American 

Chapter of the Association for Computational Linguistics: Human Language 

Technologies, Volume 1 (Long Papers). 2018, doi: 10.18653/v1/n18-1111. 

[37] D. Bahdanau, K. Cho, and Y. Bengio. “Neural machine translation by jointly 

learning to align and translate,” In Proceedings of the International Conference on 

Learning Representations (ICLR). 2015 

[38] Luong, Minh-Thang, Hieu Pham, and Christopher D. Manning. “Effective 

Approaches to Attention-based Neural Machine Translation,” arXiv preprint 

arXiv:1508.04025 (2015). 

[39] J. Devlin, MW Chang, K Lee, K Toutanova. “Bert: Pre-training of deep 

bidirectional transformers for language understanding,” arXiv preprint 

arXiv:1810.04805. 2018 Oct 11. 

[40] Z Yang, Z Dai, Y Yang, J Carbonell, RR Salakhutdinov, Le QV. “Xlnet: 

Generalized autoregressive pre training for language understanding.” In Advances in 

neural information processing systems 2019 (pp. 5754-5764).  

[41] Miller GA. “WordNet: a lexical database for English.” Communications of the 

ACM. 1995 Nov 1;38(11):39-41. 

 

 


