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Abstract 

Machine translation is a cost-effective, quick, and widely accepted automated language 

translation method that has become essential in the modern and ever more globalized world. 

Machine translation can be done with one or more different approaches, including dictionary-

based, rule-based, example-based, phrase-based, statistical, or neural-linguistic approaches. 

Nevertheless, most of the existing machine translation systems show a quality gap when 

compared with human translation. Thus, human translation has been considered as the best 

language translation method sofar. Human language translation is a complex and 

opportunistic process depends on human memory.  This human language translation process 

has been described through a few theories. Among them, the garden path model and the 

constraint satisfaction model are two fundamental approaches available for human language 

translation, especially concerning sentence parsing with meaning. These two theoretical 

models demonstrate how to select suitable words in the phrase of a sentence to generate 

accepted meanings.  Based on these two theories, a hybrid approach to machine translation 

has been proposed. This proposed approach is stimulated by how people parse and translate a 

sentence by putting available phrases together with accepted meaning. According to the 

approach, translation is done in three stages. In the first stage, the system analyses the given 

sentence by considering the morphology, syntax, and semantics of the source language. Then, 

the system uses phrase-based translation and translates each phrase into the target with 

multiple solutions. The phrase translation is done considering the four factors of 

psycholinguistic parsing techniques, such as phrase structure, semantic features, thematic 

roles, and probability.  Finally, considering all the translated phrases, the system should be 

capable of identifying suitable target language phrases to take accepted meanings, considering 

subject-verb and object-verb agreements. After the subject-verb-object agreement, other 

available phrases in the sentence should be capable of re-arranging according to the accepted 

subject, object, and verb phrases.    

This approach has been simulated with the multi-agent system named EnSiMaS, which 

translates English text into Sinhala. The EnSiMaS was implemented on the MaSMT 

framework, which was specially developed for agent-based machine translation. The 

EnSiMaS comprises of 26 language processing agents on both source and target languages. 

These agents were clustered into six agent swarms considering morphological, syntactical, 

and semantical concerns of the source and the target languages. In addition to these language-

processing agents, the system should be able to create an agent dynamically for each source 

language phrase. These dynamically created phrase agents should be capable of 

communicating with other relevant phrases and taking the accepted solutions.    

The EnSiMaS was tested with 85 sample English sentences. For each English sentence, three 

different translations were taken. According to the evaluation result, the system shows an 

8.77% word error rate, a 6.72% inflexion error rate, and a 5.37% sentence error rate for the 

first, second, and third translations. In addition, calculated BLUE scores show 0.89160756, 

0.52009204, and 0.43581893 for the first, second, and third translations. Then randomly 

selected 25 samples sentences are used to calculate the adequacy and fluency of the EnSiMaS. 

Adequacy and fluency rates were taken from 55 human evaluators considering the human-

translated reference sentences. The Kendal’s Tau correlation coefficient shows that there is a 

weak positive association between adequacy levels of human translations vs EnSiMaS system 

translations and moderate positive association between fluency levels of human translation 

and EnSiMaS system translation. Further, according to the Fleiss Kappa coefficient method, 

there is a significant fair agreement on raters for adequacy and fluency ratings. 
 

Keywords: Machine Translation, Multi-agent systems, Human Language Processing, 

MaSMT, EnSiMaS 



vi 

 

Table of Contents 

Declaration i 

Acknowledgement iii 

Abstract v 

Table of Contents vi 

List of Figures xiii 

List of Tables xvi 

List of Abbreviations xviii 

CHAPTER 1 1 

INTRODUCTION 1 

1.1 Prolegomena 1 

1.2 Aim and Objectives 3 

1.3 Problem in Brief 4 

1.4 The Scope of the Research 4 

1.5 Hypothesis 4 

1.6 Human Translation to Machine Translation 5 

1.7 Proposed Approach to Machine Translation 6 

1.8 Resource Requirements 7 

1.9 Chapter Organisation 8 

1.10 Summary 9 

CHAPTER 2 10 

STATE OF THE ART IN MACHINE TRANSLATION 10 

2.1 Introduction 10 

2.2 Fundamentals of Machine Translation 10 

2.3 Brief History 12 

2.4 Existing Approaches to Machine Translation 14 

2.4.1 Interlingua approach 14 

2.4.2 Human-Assisted/Computer-Aided Translation 16 

2.4.3 Dictionary-based Machine Translation 18 

2.4.4 Rule-based Machine Translation 19 

2.4.5 Example-based Machine Translation 21 



vii 

 

2.4.6 Statistical Approach to Machine Translation 22 

2.4.7 Neural Machine Translation 24 

2.4.8 Knowledge-based Approach 27 

2.4.9 Transfer-based Machine Translation 27 

2.4.10 Agent-based Approach to Machine Translation 28 

2.4.11 Hybrid Approach to Machine Translation 29 

2.5 Local Resource and Existing ESMTS 30 

2.6 Some Issues in Machine Translation 31 

2.6.1 Word and Sentence Segmentation 31 

2.6.2 Word Conjugation 31 

2.6.3 Tense Detection 32 

2.6.4 Multi-word Expression 32 

2.6.5 Out of Vocabulary 32 

2.6.6 Translating Idiomatic Phrases 32 

2.7 Summarization of Existing MT Approaches 33 

2.8 Problem Definition 34 

2.9 Summary 34 

CHAPTER 3 35 

LITERATURE REVIEW AND BACKGROUND 35 

3.1 Introduction 35 

3.2 Computational Grammar for the English Language 35 

3.2.1 The Morphology of the English Language 35 

3.2.2 Syntax of the English Language 40 

3.2.7 The Semantics of English Language 42 

3.3 The Sinhala Language 44 

3.3.1 Morphology of the Sinhala Language 44 

3.3.2 Syntax of the Sinhala Language 48 

3.4 Comparison Between English and Sinhala Languages 49 

3.5 Summary 49 

 

 



viii 

 

CHAPTER 4 50 

NATURAL LANGUAGE PROCESSING TECHNIQUES 50 

4.1 Introduction 50 

4.2 Computational Model for English and Sinhala 50 

4.3 Morphological Analysis and Generation 53 

4.4 Syntactical Analysis and Generation 55 

4.5 Semantics Processing 56 

4.5.1 Word level semantics 56 

4.5.2 Phrase level semantics 57 

4.5.3 Sentence level semantics 57 

4.6 Summary 57 

CHAPTER 5 58 

MULTI AGENT TECHNOLOGY 58 

5.1 Introduction 58 

5.2 What is Multi-agent System? 58 

5.2.1 Type of Agents 59 

5.2.2 Agent Communication 60 

5.3 Existing MAS Development Framework 60 

5.4 MaSMT: Multi-agent Framework for Machine Translation 63 

5.4.1 MaSMT Framework 64 

5.4.2 AGR Organisational Model and MaSMT Architecture 64 

5.4.3 MaSMTAbstractAgent 66 

5.3.4 MaSMT Agent 66 

5.3.5 MaSMT Agent’s Life cycle 67 

5.3.6 MaSMT Controller agent 67 

5.3.7 MaSMT Root Agent 67 

5.3.8 MaSMT Agents’ Swarm 68 

5.3.9 MaSMT Messages 69 

5.3.10 MaSMT Settings 70 

5.3.11 MaSMT Message Parsing 71 

5.3.12 Applications of MaSMT 72 



ix 

 

5.4 Summary 72 

CHAPTER 6 73 

A HYBRID APPROACH TO MACHINE TRANSLATION 73 

6.1 Introduction 73 

6.2 A Novel Approach to Machine Translation 73 

6.3 Theoretical Basis of Language Translation 74 

6.4 A multi-agent Approach to Machine Translation 76 

6.4.1 Multi-agent Approach to English Morphological Analysis 76 

6.4.2 Multi-agent Approach to English Syntax Analysis 76 

6.4.3 Multi-agent Approach to English to Sinhala Phrase-based Translation 77 

6.4.4 Multi-agent Approach to Sinhala Morphological Generation 77 

6.4.5 Multi-agent Approach to Sinhala Syntax Generation 78 

6.5 Why a Multi-agent Approach? 78 

6.6 Features of EnSiMaS 79 

6.7 Input for EnSiMaS 79 

6.8 Output of EnSiMaS 79 

6.9 Process of the EnSiMaS 80 

6.10 Summary 81 

CHAPTER 7 82 

DESIGN OF THE ENSIMAS 82 

7.1 Introduction 82 

7.2 Design of the EnSiMaS 82 

7.2.1 EnSiMaS GUI 83 

7.2.2 Ontology 83 

7.2.3 Virtual World 84 

7.2.4 English Morphological Swarm 85 

7.2.5 English Syntax Analysing Swarm 86 

7.2.6 Bilingual Semantics Swarm 87 

7.2.7 Sinhala Morphological Swarm 88 

7.2.8 Sinhala Syntactical Swarm 89 

7.2.9 Ontological Swarm 89 



x 

 

7.2.10 English Phrase-based Translation Swarm 90 

7.3 Summary 91 

CHAPTER 8 92 

IMPLEMENTATION OF ENSIMAS 92 

8.1 Introduction 92 

8.2 EnSiMaS Ontology 92 

8.2.1 English Pronoun Table 93 

8.2.2 English Regular Noun table 94 

8.2.3 English Regular Verb Table 94 

8.2.4 English Irregular noun table 95 

8.2.5 English Irregular verb table 95 

8.2.6 English Regular Adjective Table 96 

8.2.7 Other word table 96 

8.2.8 English-Sinhala Bilingual Dictionary 97 

8.2.9 Morphological rules for English words 97 

8.2.10 Syntax Rule for English phrases 98 

8.3 EnSiMaS Virtual World 99 

8.3.1 The English Word and Word List 100 

The English Word Morphology 101 

8.3.2The English Phrase and Phrase List 101 

8.3.3 The Sinhala Phrase and Sinhala phrase list 102 

8.3.4 The Sinhala word Lexicon 103 

8.3.5 The EnSiMaS Phrase 104 

8.3.6 The EnSiMaS Phrase List 105 

8.3.7 The EnSiMaS Sentence info 106 

8.4 EnSiMaS Agents 106 

8.4.1 EnSiMaS Manager Agent 106 

8.4.2 English Morphological System 107 

8.4.3 English Syntax Swarm 110 

8.4.4 Bilingual Semantic Swarm 113 

8.4.5 Sinhala Morphological Generation Swarm 115 



xi 

 

8.4.6 Sinhala Syntactical Swarm 117 

8.4.7 Translation Controller Agent 117 

8.4.8 Translation Swarm 118 

8.4.9 Ontological Swarm 119 

8.5 Summary 120 

CHAPTER 9 121 

EVALUATION 121 

9.1 Introduction 121 

9.2 English to Sinhala Multi-agent System (EnSiMaS) 121 

9.3 EnSiMaS Dictionary 122 

9.4 EnSiMaS Translator 123 

9.5 EnSiMaS Phrase-based Editor 128 

9.6 Evaluation Strategy of the EnSiMaS 129 

9.6.1 Round Trip Translation 130 

9.6.2 Word Error Rate 130 

9.6.3 Sentence Error Rate 131 

9.6.5 Inflectional Error Rate 132 

9.6.6 BLEU 132 

9.6.7 METEOR 133 

9.6.8 Human Evaluation 133 

9.7 Experiment 137 

9.8 EnSiMaS vs Google Translator 140 

9.9 Results and Data Analysis 141 

9.9.1 Details of the sample set 141 

9.9.2 Adequacy and Fluency 143 

9.10 Conclusion of the Data Analysis 149 

9.11 Summary 150 

CHAPTER 10 151 

CONCLUSION AND FURTHER WORK 151 

10.1 Introduction 151 

10.2 Hybrid Approach for Machine Translation 151 



xii 

 

10.3 Conclusion 152 

10.4 Objectives-wise Achievement 154 

10.5 Limitations 157 

10.6 Further Work 157 

10.7 Summary 158 

References 159 

Appendix A: Translation Summary with Agents’ Communications 180 

Appendix B: EnSiMaS User Manual 198 

Appendix C: Sample of evaluation form 201 

Appendix D: List of Publications 204 

Appendix E: MaSMT Development Guide 205 



xiii 

 

List of Figures 

Figure 2.1: General pipeline of the MT        10 

Figure 2.2: Machine translation pyramid      11 

Figure 2.3: Historical Development of the MT     13 

Figure 2.4: Taxonomy of the Machine Translation     14 

Figure 2.5: Translation Process of the interlingua MT    15 

Figure 2.6: General pipeline of the dictionary-based MT system   18 

Figure 2.7: Design of the dictionary-based MT     19 

Figure 2.8: Components of the RBMT system     20 

Figure 2.9: Activities on statistical MT      23 

Figure 2.10: Encoder-decoder architecture of the NMT    25 

Figure 3.1: Part of speech mapping between English and Sinhala   44 

Figure 4.1: Language model for English and Sinhala    51 

Figure 4.2: Ontology of a word       51 

Figure 4.3: Ontology for a Phrase       52 

Figure 4.4: Ontology for a Sentence       53 

Figure 4.5: Process of the morphological analysis and generation   55 

Figure 5.1: Different types of agents       59 

Figure 5.2: UML-Based Aalaadin model for multi-agent system development 64 

Figure 5.3: Agents’ architecture on MaSMT      65 

Figure 5.4: Modular architecture of the MaSMT Agent    66 

Figure 5.5: The life cycle of the MaSMT Agent     67 

Figure 5.6: Architecture of the MaSMT controller agent    68 

Figure 5.7: Design of the swarm of Agents      69 

Figure 6.1: Factors contribute to sentence parsing     74 

Figure 7.1: Design of the EnSiMaS       82 

Figure 7.2: Design of the EnSiMaS Ontology     84 

Figure 7.3: Design of the EnSiMaS Virtual world     85 

Figure 7.4: Design of the English morphological swarm    86 

Figure 7.5: Syntax analyzing swarm: agents for English syntax analysis  87 

Figure 7.6: Design of the Bilingual Semantics swarm    88 



xiv 

 

Figure 7.7: Design of the Sinhala morphological swarm    89 

Figure 7.8: Design of the phrase-based translation Swarm    90 

Figure 8.1: Structure and sample data on the pronoun table    93 

Figure 8.2: Structure and sample data on the regular noun table   94 

Figure 8.3: Structure and sample data on the regular verb    94 

Figure 8.4: Structure and sample data on the irregular noun    95 

Figure 8.5: Structure and sample data on the irregular Verb table   95 

Figure 8.6: Structure and sample data on the regular adjective table   96 

Figure 8.7: Structure and sample data on the other word table   96 

Figure 8.8: Structure and sample data on the bilingual dictionary   97 

Figure 8.9: sample data for English morphological rules   98 

Figure 8.10: Selected rules to detect English phrases (Phrase rules)             99 

Figure 8.11: Class diagrams of the English word and English wordlist           100 

Figure 8.12: Class diagrams of the English word morphology               101 

Figure 8.13: Class diagrams of the English phrase and English phrase list           102 

Figure 8.14: Class diagrams of the Sinhala Phrase and Sinhala phrase list           103 

Figure 8.15: Class diagrams of the Sinhala word lexicon and Sinhala word lexicon list 

of the EnSiMaS                 104 

Figure 8.16: Class diagram of the EnSiMaS phrase             105 

Figure 8.17: Class diagram of the EnSiMaS phrase list            106 

Figure 8.18: Activity diagram of the morphological agent            108 

Figure 8.19: Communication diagram of the EMS             109 

Figure 8.20: Activity diagram of the English Syntax Swarm            112 

Figure 8.21: Communication diagram of the syntactical swarm           113 

Figure 8.22: Communication diagram of the Bilingual semantics swarm          114 

Figure 8.23: Activities of the Sinhala Noun Generation agent           116 

Figure 8.24: Agent communication diagram of the translation swarm          119 

Figure 9.1: Top-level application selection GUI of the EnSiMaS           121 

Figure 9.2: GUI of the EnSiMaS dictionary              122 

Figure 9.3: A dictionary-based bilingual word editor             123 

Figure 9.4: GUI of the EnSiMaS Translator              128 

Figure 9.5: GUI of the EnSiMaS phrase-based editor            129 



xv 

 

Figure 9.6: Distribution of the number of words among input sentences        142 

Figure 9.7: Percentage distribution on adequacy and fluency values for  

EnSiMaS Best Translation               145 

Figure 9.8: Distribution on adequacy rates on five different raters         146 

Figure 9.9: Distribution on fluency rates on five different raters         147 

. 



xvi 

 

List of Tables 

Table 2.1: Summary of the selected MT systems     33 

Table 3.1: Some Inflectional suffixes in English      36 

Table 3.2 Some Morphological rules for Noun Inflection    37 

Table 3.3 Regular and irregular noun forms      37 

Table 3.4: Regular and irregular English verb forms     38 

Table 3.5: Some Morphological rules for Verb conjugation    38 

Table 3.6: Adjective relationship of a noun      39 

Table 3.7: Verb and adverb usage       39 

Table 3.8: Basic Thematic Relationship in a sentence    43 

Table 3.9: Sinhala Noun inflexion form for base word මුවා (dear)   45 

Table 3.10: Verb inflexion forms for Verb maranawa (මරණවා )   46 

Table 3.11: Add-remove values for the Sinhala verb     47 

Table 3.12: Fundamental differences in both Sinhala and English   49 

Table 4.1: Summary of the Existing Morphological analyzers   54 

Table 5.1: summary of the existing Multi-agent system development frameworks  

63 

Table 5.2: Structure of the MaSMT Messages     70 

Table 5.3: Default settings of the MaSMT       70 

Table 5.4: Message directives (headers for messages)    71 

Table 8.1: Statistics of the EnSiMaS Knowledgebase    92 

Table 8.2: Agents’ details of the English morphological swarm            107 

Table 8.3: Morphological Tags                109 

Table 8.4: Agents’ details  of the English syntax swarm             110 

Table 8.5: Agents’ details  of the Bilingual Semantic swarm            114 

Table 8.6: Agents’ details  of the Sinhala morphological swarm            115 

Table 8.7: Sinhala Syntax Generation Swarm              117 

Table 8.8: Ontological Swarm                120 

Table 9.1: 1-5 Scale Adequacy matric               134 

Table 9.2: Fluency value in the Likert scale               134 

Table 9.3: Fleiss' Kappa values for agreements              135 



xvii 

 

Table 9.4: Fleiss' Kappa values for agreements             136 

Table 9.5: 25 Sample sentences with translated results            138 

Table 9.6: Comparison between EnSiMaS vs Google Translator           139 

Table 9.7: Summary of descriptive statistics of the 85 input sentences          141 

Table 9.8: Calculated WER, IER and SER for the translations           142 

Table 9.9: Calculated BLEU results for each translation            143 

Table 9.10: Fleiss' kappa coefficient values for Adequacy             144 

Table 9.11: Fleiss' kappa coefficient values for Fluency            145 

Table 9.12: Summary of the Kendall's rank correlation coefficient for adequacy 

between Human translation and EnSiMaS translation            148 

Table 9.13: Summary of the Kendall's rank correlation coefficient for fluency between 

Human translation and Fluency on EnSiMaS Translation            149 

 



xviii 

 

List of Abbreviations 

AI   - Artificial Intelligence 

ARGM - Agent Role Group Model 

BCE   - Before the Current Era 

BEES   - Bilingual Expert for English to Sinhala 

CE  - Current Era 

CAT   - Computer Assisted Translation 

CYK  - Cocke–Younger–Kasami 

CSM   - Constraint Satisfaction Model 

EMA   - English Morphological Analysis 

ESA  - English Syntax Analysis 

ESMTS  - English to Sinhala Machine Translation System 

EnSiMaS - English to Sinhala Multi-Agent System 

EBMT  - Example Based Machine Translation 

FIPA  - Foundation for Intelligent Physical Agents 

GNMT  - Google’s Neural Machine Translation 

GPM   - Garden Path Model 

HAMT  - Human-assisted (-aided) machine translation 

IER  - Inflexion Error Rate 

JADE   - Java Agent DEvelopment Framework 

KQML  - Knowledge Query and Manipulation Language 

LSTM  - Long Short Term Memory 

LL   - Left-to-right, Leftmost derivation 

LR  - Left-to-right, Rightmost derivation 

MWE  - Multi-Word Expressions 

MAS   - Multi-Agent System 

MT   - Machine Translation 

MaSMT  - Multiagent System for Machine Translation 

NMT     - Neural Machine Translation 

NLTK  - Natural Language Toolkit 

NPMT  - Neural Phrase-based Machine Translation 



xix 

 

NLP   - Natural Language Processing 

PPO  - Preposition Phrase Order 

RBMT   - Rule-based Machine Translation System 

RTT  - Round-trip Translation 

SL    - Source Language 

SMT  - Statistical Machine Translation 

SER  - Sentence Error Rate 

SMG    - Sinhala Morphological Generation 

SSG   - Sihala Syntax Generation 

SOV  - Subject Object Verb 

SVO  - Subject Verb Object 

SPADE  - Smart Python multi-Agent Development Environment 

TAG   - Tree Adjoining Grammar 

TL   - Target Language  

WER  - Word Error Rate 

 



1 

 

CHAPTER 1 

INTRODUCTION 

1.1 Prolegomena 

Language translation is a process of communication of meaning from one language 

into another using a human or a machine [1]. The word translation is derived from the 

Latin word translation, which refers to the meaning of carrying or bringing across [2]. 

Thus, translation can be defined as carrying or bringing meaning from one language 

to another. Language translation tasks have more than two thousand years of a long 

history. Historically, in the Asian region, a Buddhist monk, Kumārajīva [3], translated 

Buddhist texts written in Sanskrit to Chinese in 868 Common Era, which was the first-

ever recorded translation task in the Asian languages. In the Western world, a 

collection of Jewish Scriptures translated into early Koine Greek in Alexandria has 

been considered as the first recorded attempt for language translation [4]. 

In the early days, all the translation tasks were conducted by humans who had sound 

knowledge of both source and target languages [5]. However, considering the limited 

human resources and time taken for the translations, human-based language translation 

takes more cost [6]. Further, current statistics of the world show that there are listed 

7,111 living languages and 3,995 languages have writing systems [7]. Thus, language 

translation requirements of the present globalised world cannot be sufficient through 

only the human translation [8]. It requires accurate machine translation systems. As a 

result of this, automated machine translation is more popular than human-based 

language translation [9]. 

Machine Translation (MT) is an automated process of the language-translation which 

was done by the Machines. MT is classified under the task of Natural Language 

Processing (NLP) in the area of Artificial Intelligence (AI)[10]. Further, In general, 

MT systems translate one language text (source language) into another language 

(target language) considering the meaning of the source language text. MT systems 

consider the given input source and identify morphological, syntactic, and semantic 

relations. According to the morphological, syntactical, and semantic information 
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available on the source language sentence(s), machine translation systems are capable 

of identifying a suitable target language context [11].  

Further, number of well-known approaches are available for machine translation, 

including dictionary-based [12], rule-based [13] , phrase-based [14] , interlingua [15] 

,  Knowledge-based [16], Example-based [17] , Statistical [18], Neural-MT [19] , and 

Hybrid [20]. Most of these approaches use different translation techniques and 

demonstrate deferent performance for language translation.  

Direct transfer, syntax transfer, and interlingua are the three main classifications of the 

rule-based Machine Translators. Most of the direct transfer systems are responsible 

only to the morphological level [21]. Therefore, the direct transfer system succeeds 

only in closely related languages[22].  The syntax level transfer systems are 

responsible for both morphology and syntax levels [23]. However, less concern goes 

to the semantic level. Interlingua translation gives attention fully to all these 

morphological, syntactical, and semantic levels [24]. 

Further, the rule-based translators follow a set of morphologic, syntactic, and semantic 

rules to deliver their translation [25]. In general, rule-based systems capable to provide 

grammatically correct translations. The phrase-based approach shows the 

morphological and syntactical (especially phrase-level) analysis for the machine 

translation. The corpus-based approach uses some corpus-based methods (statistical 

or example-based) for target language selection [26]. The neurolinguistics approach 

[27] is modern and one of the most successful approaches to MT that follows machine 

learning techniques. However, it should require more training and more language 

resources (more resources for both source and target languages) to provide accurate 

translations. 

  Further, natural languages are more complex, and they differ from language to 

language. Thus automated language translation is a challenging task from the last 

seven decades. In some complicated situations, there is a quality gap between human 

translation and machine translation [28] [29].    

Theoretically and technically, humans’ language translation process differs from 

existing machine translations. The human language translation procedure is considered 
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as a complex and opportunistic process that is based on human ontology (human 

memory) [30]. For instance, different people give different translations for the same 

text. The humans' language parsing is also based on phrase structure, semantic 

features, thematic roles, and probability [31].  Also, several psycholinguistic models 

are available to demonstrate the task of language translation. The Garden Path Model 

(GPM) [32] and the Constraint Satisfaction Model (CSM) [33] are the two models 

available for human language translation. These models demonstrate how to select 

suitable words in the phrase of a sentence to take accepted meaning [34].  

Note that the GPM is a serial modular parsing model that takes a solution according to 

the selected meaning at the beginning of the reading. The CSM uses all the available 

probabilistic information in the sentence at once to take a solution.  

Considering GPM and CSM psycholinguistic models, a novel approach is proposed 

for machine translation [35]. This proposed approach also differs from existing 

systematic computer-based fully automated machine translation approaches.  

This thesis presents a novel approach to machine translation that models human 

language translation concepts for automated machine translation. The approach has 

been simulated through the multi-agent system(MAS), EnSiMaS (English to Sinhala 

Multi-agent System). The EnSiMaS has been implemented through a specially 

developed multi-agent development framework named MaSMT [36].  

This chapter contains a brief overview of the entire thesis including a brief introduction 

to the field of interest; the problem has been addressed, the aim and objectives, a brief 

introduction of the proposed approach and layout of the thesis are also presented. 

 

1.2 Aim and Objectives 

This thesis proposes a hybrid approach to MT that implements the human language 

translation approach to machine translation through multi-agent technology. 

Therefore, the aims of this research to design and develop an English to Sinhala 
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machine translation system by using Multi-agent System Technology. To achieve the 

above aim, the following objectives have been recognised: 

1. Critically review of existing machine translation approaches and systems. 

2. An in-depth study to model Sinhala and English languages to build an 

ontology for agents. 

3. Critically review multi-agent technology for MT. 

4. Define a language translation method that is capable of translating English 

text into Sinhala like a human. 

5. Design and develop a machine translation system using multi-agent system 

technology. 

6. Evaluate the system. 

 

1.3 Problem in Brief 

Compared with a human translated result, the current machine translation systems 

produce less quality translation [37]. Thus, there is a translation quality gap between 

the human translated results and the machine-translated results. 

 

1.4 The Scope of the Research 

The scope of this research is limited to develop a MAS that translates English to 

Sinhala only. 

 

1.5 Hypothesis 

Multi-agent technology can be used to design a machine translation system capable of 

processing morphology, syntax and semantics interactively, like humans, rather than 

sequentially, as current machine translation systems 
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1.6 Human Translation to Machine Translation 

Language translation is not an easy and straightforward task because of the complexity 

of natural languages. The humans’ language translation requires several types of 

linguistics knowledge [38] including common-sense knowledge, morphological 

knowledge, phonological knowledge, pragmatic knowledge, semantics knowledge, 

and syntactic knowledge [39]. This linguistics knowledge differs from person to 

person.  Note that human language translation is an opportunistic process done by the 

human to convert meaning from one language into a known another language 

considering the semantics, syntax, and morphology as required [40]. Theoretically, 

human translation can be considered with three assertions, namely:   

 

1.  Opportunistic rather than algorithmic: The translation process varies from 

context to context (sentence to sentence). The procedure of the translation is 

complex, and the algorithmic process cannot apply for the translation process. 

 

2. Based on human knowledge: The result of the translation varies from person to 

person. For instance, the same sentence can be translated differently.   

 

3. Vary from sentence to sentence: Semantics concern has been done through the 

sentence level, and the translation is based on the phrase-level [41]. 

 

The translation proceeds by the humans, reading word by word left to right (English 

has a left-to-right word order). By reading words, humans are capable of identifying 

available phrases and doing some translations. Then by connecting each phrase, the 

final translation can be obtained. 

Note that the phrase-level translation has been considered as one of the best translation 

methods that have been identified by many researchers [42] [43]. However, according 

to the complication of the natural languages and the psycholinguistic activities done 

by humans, the procedure of the translation is not defined yet. In addition, the weight 

of the above four factors affected for the translation, namely phrase structure, 
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semantics, thematic rules, and probability, which are involved in the translation, is also 

unknown. Thus, the identification of the human language translation process is also a 

research-challenging task. 

With the above facts, this research has been conducted through the three stages. As the 

first stage, the procedure of an English to Sinhala human translation process was 

identified with human support. Then, a suitable agent model was designed to simulate 

the humans’ translation procedure. Finally, MAS has been developed to simulate the 

proposed approach. 

 

1.7 Proposed Approach to Machine Translation 

The proposed approach is based on how humans translate the given English sentence 

into Sinhala through psycholinguistic parsing techniques. According to the approach, 

translation has been done through the hybrid method, including the phrase-based 

psycholinguistic approach and the multi-agent approach. The phrase-based 

psycholinguistic approach is powered through the two main psycholinguistic theories 

for language parsing, namely the garden path model (GPM)[44] [45] and the constraint 

satisfaction model (CSM) [46].  

According to the GPM, The reader takes word by word form left-to-right and generates 

(Re-build) the meaning according to the existing context using some assumptions 

while they are reading. Sometimes new information presents on the latter part of the 

sentence, which is not matched with the existing assumptions [47]. Then it should be 

required to find another suitable assumption for the existing context. According to the 

above facts, the GPM is restricted to a single context. However, the CSM uses all the 

available information at once. 

The proposed approach is based on these two models and uses combined methods from 

the above two models. According to the approach, the translation system takes all the 

possible solutions for each English phrase available in the input English sentence. 

Then phrase-level translation has been done considering phrase structure, thematic 

relation, and probability.  
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Among translated Sinhala phrases, the best Sinhala translation for the subject phrase 

is selected considering the probability. After that, a suitable Sinhala verb (through the 

verb phrase) is selected according to the selected Sinhala subject phrase (use subject-

verb communication).  The object has been selected according to the previously 

selected subject and verb. Then reset of the part is selected according to the selected 

subject, verb, and object. 

Multi-agent technology has been used to simulate the above translation process.  

Through the morphological and syntax processing of the source language, available 

phrases are identified considering their thematic relations and phrase structure. This 

source language analysis can be done through the agents, which are capable of 

identifying morphological and syntactical relationships on the input sentence. Then 

relevant Sinhala translations are taken for each English phrase with considering the 

phrase structure, thematic rules for the phrase, and the probability of the usage. The 

Sinhala morphological generation system also gives support to Sinhala phrase 

generation. Further, phrase agents are created by putting English phrases and the 

translated Sinhala phrases into the agent’s knowledgebase. These phrase agents are 

capable of communicating with required other agents to identify suitable Sinhala 

translation phrases from an existing list of translations. For instance, the subject agent 

communicates with verb agents and identifies suitable Sinhala verb phrases for the 

existing subject phrases. Subsequently, the object agent communicates with a relevant 

verb phrase agent and selects a suitable Sinhala object phrase.  After selecting suitable 

Sinhala phrases, the system should be capable of generating a Sinhala sentence by 

rearranging the order of the existing translated phrases with support from the Sinhala 

syntax generation system. Applying the same procedure, the system should be capable 

of generating multiple Sinhala translations for the different Sinhala subject phrases.   

 

1.8 Resource Requirements  

The following software and hardware resources list needed to accomplish the research. 
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JDK 1.8 or above; SQLite and NetBeans 8.0 have been used to implement the proposed 

MAS. Further, the entire system has been developed through Java. Therefore, to 

execute the system, JDK 1.8 or above and SQLite are required. 

 

1.9 Chapter Organisation 

The rest of this thesis is arranged as follows. 

The second chapter of the thesis reports a literature review on MT with a detailed 

description of the history of machine translation, existing approaches, systems, and, 

finally, some issues with machine translation. 

 

In the third chapter of the thesis presents literature of the English and Sinhala 

languages with a computational model for both languages as per morphological, 

syntactical, and semantical concerns on both languages.   

 

The fourth chapter of the thesis discusses natural language processing techniques 

related to machine translation, including morphological analysis, syntax analysis, 

morphological generation, and syntax generation etc. 

 

The fifth chapter of the thesis discusses the multi-agent system technology, including 

agents, agent communications, existing systems, and agent development frameworks. 

Finally, it gives a complete note on the MaSMT framework, which was specially 

designed for the ESMT. 

 

The sixth chapter reports the proposed approach. This chapter also presents the 

hypothesis of the project including the input, translation process, output, and the 

important features of the proposed system. 

 

The seventh chapter is about the design of the proposed EnSiMaS.  
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The eighth chapter reports the implementation details of the EnSiMaS including 

English-Sinhala knowledgebase (lexical database), the phrase-based translation tool, 

and the EnSiMaS classical translator. 

 

The ninth chapter of the thesis explains applications of EnSiMaS”, namely, the English 

to Sinhala bilingual dictionary, the phrase-based tool, and the EnSiMaS translator. 

Besides, this chapter also reports an evaluation of the EnSiMaS, including 

methodology, steps, and the result of the evaluation. 

 

The conclusions and further works are given in chapter ten. 

 

1.10 Summary 

This chapter briefly discussed the introduction of the research by highlighting human 

translation and machine translation. The research problem addressed in the thesis is 

given along with objectives to the approach proposed by the thesis.  At the last section, 

a brief description of the thesis layout was reported. The next chapter critically reviews 

existing approaches and systems in machine translation.  

  



 

10 

 

CHAPTER 2 

STATE OF THE ART IN MACHINE TRANSLATION 

2.1 Introduction 

The previous chapter presented an introduction to the research by highlighting human 

translation and machine translation. The research problem addressed in the thesis was 

also presented along with objectives. This chapter gives a critical review of machine 

translation, including existing approaches, systems and issues. 

 

2.2 Fundamentals of Machine Translation 

Machine translation (MT) is a way of converting the meaning of one language into 

others through a software program. In general, most machine translation systems are 

required to analyse the source and generate target while considering the meaning of 

the source. Thus, machine translation can be demonstrated as a meaning translation 

procedure, which was done by computers. Figure 2.1 shows the general pipeline of 

MT. 

 

Figure 2.1: General pipeline of MT. 

According to this pipeline, the translation process can be considered as a sequential 

process of the source language analysis into the target language generation. Thus, the 

translation accuracy may vary from approach to approach and levels of language 

analysis and generation have been considered in the translation. In this point of view, 

the process of the machine translation can be categorised into six levels, namely 

lexical, morphological, syntax, semantics, pragmatic, and interlingua [48]. A lexical 

level machine translation system only considers lexical entities (most of these 

translators are dictionary-based translation systems). The morphological level system 

considers lexical and morphology for both source and target languages. Subsequently, 
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syntax, semantics, and pragmatic level transfer systems use language processing up to 

that level. Among all these types of systems, the interlingua system gives complete 

analysis and generation on all aspects of text processing. Figure 2.2 shows the said 

diagram of the translation, which is already known as the machine translation pyramid. 

Source: Interlingua in Google Translate [49]. 

 

 

Figure 2.2: Machine Translation Pyramid  

 

Further, several well-known approaches are available for Machine Translation 

including rule-based, syntax-based, statistical, example-based, and neural linguistics.  

These approaches take different techniques for language processing. Thus, the quality 

of the translation may vary from approach to approach.  

At the earliest age, rule-based systems are commonly used for machine translation. In 

the middle age, most of the systems use corpus-based methods with statistical 

techniques. Neural linguistics (including machine learning capabilities) is the modern 

and most accurate approach for MT. With this point, a brief description of the history 

of machine translation has been noted below. 
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2.3 Brief History  

Natural language processing research (especially in MT research) has more than a 

seventy-year history. From a historical point of view, the dictionary look-up system 

was the first NLP application that was developed at Birkbeck College, London in 1948 

[50]. In the meantime, Brand wood and Cleave made a mechanical calculator [51], 

which was capable of handling some linguistic problems [52]. 

In 1948, Booth and Richens introduce a dictionary lookup procedure to handle 

machine translations [50] using a mechanical dictionary. In 1951, a summary was 

taken considering issues and benefits of machine translation to satisfy translation 

demands, particularly in science [53]. According to this summary report, various 

options for machine translation, including different approaches (mixed MT) and the 

process of human translation were reported.  Besides, this summary report proposed a 

post-editor, which was considered to handle semantic ambiguities and pointed out an 

ability to solve grammatical ambiguities automatically through considering the 

operational syntax[54]. This summary report is the first attempt to take a machine 

translation process as a human translation. However, existing technologies were not 

very powerful to simulate the human translation process in those days. 

The first machine translation conference was held in 1952 at MIT [55]. At the 

conference, all participants agreed on the need for pre-editing and post-editing. Also, 

they agree to give every possible version of the translation and idiomatic phrases  [56] 

should either be included as units in the lexicon, as a solution for the machine 

translation.  

 

A word-for-word machine translation system for Russian text into English was 

introduced by the Perry at MIT in 1952 [57] as a simple dictionary lookup system. In 

the next decade, most researches used a trial-and-error approach to develop machine 

translation systems [58] for English to other languages. Historically, the first MT 

system (Russian into English ) was developed in 1950 [59]. In 1958, the first practical 

MT system (Russian text into English) was implemented by the IBM to US Airforce 
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under the direction of Gilbet King [48]. After 1970, SYSTRAN [60] implemented a 

new Russian-English MT system to replace the previous MT system of the US 

Airforce.  

In 1980, computer-aided translations were the most successful approach for MT, 

especially for Japanese- English [61]. After 1980, several machine translation research 

was done in many areas. Among others, corpus-based machine translation approach 

has been the most popular approach until now. At present, neural machine translation 

is the most successful approach for MT which was first introduced by Google in 2016 

[37]. Figure 2.3 shows some historical development of machine translation. 

The above timeline only shows some selected remarkable developments. The next 

section reports some popular approaches to machine translation. 

 

Figure 2.3: Historical Development of the MT 
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2.4 Existing Approaches to Machine Translation 

MT systems can be considered according to their translation approach, or level of 

language processing that has been done. In general, interlingua, rule-based, human-

assisted, and statistical approaches are some common approach to MT. All these MT 

approaches have their features and limitations. Figure 2.4 shows the taxonomy of 

machine translation. 

 

Figure 2.4: Taxonomy of the Machine Translation 

2.4.1 Interlingua approach 

The machine translation systems can be classified into three main groups, such as 

direct, transfer, and interlingua[62]. The interlingua approach first takes source 

language text and translated into abstract language-independent representation called 

interlingua. Then generates target language form that representation [63]. Generating 

a language-independent representation for the source text is difficult tasks in practice 

[64]. However, this approach gives an easier way to add a new language (easily used 

for multiple language translation) than all other methods. The main limitation of the 

interlingua approach is the meaning representation of the source language.  Note that, 

if the meaning of the source language is more complex, then generation will be too 

difficult. The theoretical point of view, the interlingua approach is the top-level 
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approach of the level of machine translation that is available in the machine translation 

pyramid. Therefore, an interlingua system requires all the levels of language analysis 

and generation tasks including morphology, syntax, semantics, and pragmatic levels. 

Figure 2.5 shows the translation process of the interlingua machine translation. 

 

 

Figure 2.5: Translation process of the interlingua MT 

For instance, the numbers of early systems use the interlingua approach for its 

language translation including English to Arabic MT [65] and Chinese-English MT 

(ICENT) [66].  Further,  The Thai to English MT is another interlingua based machine 

translation system.[67]. This system translates Thai sentences into interlingua using 

LFG grammar [68].  

In the early stages, UNITRAN [69] was developed as an interlingua system that 

translates English, Spanish, and German using the parameter-setting method. This 
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system also characterises language distinctions on both syntactic and lexical-semantic 

levels. 

In the Indian region, the English-Hindi interlingua-based machine translation system 

was developed [70]. Language knowledge was implemented using the universal 

networking language [71]. This system should be capable of handling a single sentence 

at once and defines a “semantic net-like structure” to represent the semantics [72] on 

the sentence.  

An interlingua based MT has been developed for Sanskrit to English [73] using 

Paninian framework [74]. This system uses Sanskrit text as an input and builds an 

interlingua. Then it uses interlingua representation for convert (mapping). 

Further, machine translation with multiple approaches is a common trend in the field 

of machine translation. Yichao et al. have successfully applied a neural interlingua 

technique for multilingual machine translation [15].  

Note that, the interlingua approach for machine translation is a bit difficult, which is 

required a complete knowledge of both source and target languages.  

   

2.4.2 Human-Assisted/Computer-Aided Translation 

Computer-assisted or computer aid translation system [75] uses human support for the 

machine translation, through the pre-editing, post-editing, or intermediate level. These 

types of systems still used only for low resource language translations. Note that 

interactive translation where humans and machines co-operate is more successful to 

archive human-quality machine-translated solutions[76].  

 

The human-assisted approach is much popular for low resource languages, and that 

gives human interaction (editing) for pre, post or intermediate stages. Therefore, these 

types of translation systems are considered as semi-automated machine translation 

systems. There are a number of CAT  tools available, including OmegaT [77] and 

MemoQ. Note that, OmegaT is a free, open-source Java-based Computer-Assisted 

translation tool (translation memory application) use by the many people to edit and 
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translate their document easily. The most useful feature was available on the OmegaT 

including customizable segmentation feature, and spell checking facilities [78]. 

MemoQ [79] is other popular computer-assisted translation software, that can be run 

on Windows. MemoQ [80] also provides translation memory, terminology, machine 

translation integration and reference information management facilities. 

Few CAT tools have been developed for Indian languages including, Anglabharthi, 

Mantra and Anusaaraka [81].  

Anglabharti [82] is one of the popular machine aided translation system for English to 

Indian languages. This system uses a pattern directed approach with context-free 

grammar like structures [83]. This CAT tool provides a human-engineered post-editing 

package for the target language to make the final corrections. With human support, 

this approach provides more quality than the transfer approach but less than the 

interlingua approach.  

MANTRA [84] is another Machine assisted translation tool to translate Indian 

language documents, especially for the selected domain. MANTRA uses Tree 

Adjoining Grammar (TAG) [85] and Mildly Context-Sensitive Grammar [86] for 

parsing and generation. In addition to that, MANTRA provides multiple output 

selection, online word addition, grammar creation, and updating facilities [87].” 

At the early stage, Anusaaraka [88] MT provides human aided translation for a few 

Indian languages with supporting the Paninian Grammar model [89]. Besides, English-

Hindi Anusaaraka translates English text into Hindi [90].  

Note that, human-assisted translation tools or CAT tools can be considered as a semi-

automated tool that provides pre-editing, post-editing, or intermediate editing 

facilities. Generally, these tools available only for low resources and or complex 

languages.  
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2.4.3 Dictionary-based Machine Translation 

The dictionary-based MT is one of the early approaches to machine translation 

categorised under direct translation. The translation process of the approach is based 

on the dictionaries (resources availability on dictionaries). These translation systems 

give attention for word level (some systems should be capable of handling 

morphology); however, not much concern on other levels. In general, the dictionary-

based translation is based on word-by-word (word level) translations.   For that, this 

approach is more accurate on languages that are closely related (like Pali and Sinhala 

languages [91], Czech and Russian [92]). Also, the performance of the dictionary-

based translation can be enhanced by introducing the source language morphological 

analyser and target language morphological generator for the translation. Figure 2.6 

shows the general pipeline of the dictionary-based MT system. Further, the improved 

design of the dictionary-based MT system is shown in Figure 2.7. 

 

 

Figure 2.6: General pipeline of the dictionary-based MT 
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Figure 2.7: Design of the dictionary-based MT 

According to the improved design, three dictionaries (source, target and bilingual 

lexical resources) required to complete the translation. Pali to Sinhala MT can be 

considered as an application for the dictionary-based MT [91].   

 

2.4.4 Rule-based Machine Translation 

The Rule-based MT (RBMT) is the classical approach for MT based on linguistic 

information about the source and target languages. More importantly, the RBMT 

system uses a set of language-specific rules to provide grammatically correct 

translations [93]. In general, the RBMT system contains five main Language 

processing modules with several lexicon dictionaries [13]. Figure 2.8 shows the 

general design architecture of the RBMT.  
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Figure 2.8: Components of the RBMT system 

Numbers of MT systems use a rule-based approach. Among others, Apertium [94] [95] 

is an open-source RBMTS, that translates related languages through the shallow-

transfer approach [96]. At present, Apertium commonly used as a toolbox to develop 

RBMT systems. 

Toshiba [97] is another RBMT for English to Japanese vice versa. The Toshiba uses 

seven steps language processing method with semantic transfer schema to develop 

grammar system called Lexical Transition Network Grammar [98].  

BEES (Bilingual expert for English to Sinhala) is one of the rule-based English to 

Sinhala Machine Translation System (ESMTS), that can translate grammatically 

correct English sentence into Sinhala through the direct transfer techniques [99]. The 

BEES system consists of five language processing modules for machine translation 

namely, English Morphological analyzer [100], English Parser, English to Sinhala 

translator, Sinhala Morphological generator and Sinhala composer [101]. In addition, 

the system uses Sinhala word conjugation rules for Sinhala grammatically correct 



 

21 

 

word generation [102]. Further, the BEES system uses three Prolog based lexical 

dictionaries to collect language resources [103]. Grammar rules on BEES translator 

are available to generate Sinhala words (Morphological generation rules) according to 

the given grammar.   

Further, Silva et. al reported a prototype ESMTS through the rule-based approach 

[104]. This system, capable of translating day-to-day work Sinhala sentences, into 

English. The system has only achieved a success rate of 75% with a corpus of 150 

sentences. 

 

In the region, there are several rule-based machine translation systems available 

Especially on Indian family languages[105]. Among them, A domain-restricted, 

English-Hindi MT system has been developed using the dependency parsing 

techniques with replacing the transfer phase of the classical analysis [106].  

 

Rule-based systems are still useful to develop MT systems for low resources languages 

and languages has more grammatical representations. Further, rule-based systems 

associated with the few limitations. RBMT system requires a big dictionary to handle 

more translations. Further, it is difficult to incorporate all the required rules; therefore, 

some linguistic information still needs to be set manually. Further, handling idiomatic 

expression and ambiguity in a large scale rule-based machine translation is also 

difficult [107]. Note that, the rule-based systems still challenge to adapt to a new 

domain. 

 

2.4.5 Example-based Machine Translation 

Example based approach is one of the early approaches in the MT which was proposed 

in 1984 through English-Japanese abstract translation [108]. Example based machine 

translation systems (EBMTS) uses bilingual parallel corpora with sample sentences on 

both languages to training. Thus the main activities of the EMBT can be categorized 

into three stages namely matching, retrieval and adaptation.  
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There are numbers of systems already developed through the example-based 

approaches including Japanese-English [109], Chinese-English [110] and Thai to Isarn 

[111]. Among others, Suhad and Yasir have been developed an EBMTS for English 

to Arabic [112]. This system uses two databases and introduces a solution to reduce 

redundancy problems.  

EBMTS systems consist of advantages and limitations. These systems are more 

successful to translate phrasal verbs and easy to upgrade (insert examples to the 

database). However, EBMT systems are not successful when required examples are 

not available. 

 

 

2.4.6 Statistical Approach to Machine Translation 

The statistical approach is the most popular MT approach in the area of Machine 

translation [18]. The statistical approach generates translations using statistical 

methods through the bilingual text resources (Basically parallel corpus) [113].  Figure 

2.9 shows the basic activity and task of the statistical MT system. 

 

 

Figure 2.9: Activities on statistical MT 
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Note that, a statistical translation system requires language model probabilities,  

translation probabilities and a method for searching among possible source sentences. 

According to that, the statistical translation can be a model with equation 2.1. In most 

cases, the initial model of the statistical machine translation is based on “Bayes 

Theorem”, proposed by Brown [114] [115].  

 

Pr(𝑆 | 𝑇) =  
Pr(𝑆)Pr (𝑇|𝑆)

Pr (𝑇)
                                              (2.1) 

where: 

 Pr(S|T)  - Translation model 

 Pr(T) – Language mode 

  

During the last few decades, a large number of Statistical MT systems have been 

developed: including Moss, Babel Fish, Bing and Google Translator. 

Moses is one of the open-source, statistical MT systems that easily applies to the 

related language pairs [116]. The Moses system also consists of phrase-based and tree-

based translation models to provide accurate translations. Besides, the system uses 

factored translation models to integrate linguistic and other information at the word-

level [117]. The latest Moses consists of an Experiment Management System that 

allows for using Moses easily. 

 

Babel Fish [118] is an online web page or text translator developed by AltaVista. Babel 

Fish uses Google translation service, which is provided by Google [48]. However, the 

Google translation service provides more service (Number of languages)  then the 

Babel Fish [119]. 

Microsoft Translator is one of the commonly used multilingual MT tool provided by 

Microsoft since 1999 [120]. This translator uses four different approaches for MT to 

powering up the accuracy of the translation namely neural machine translation, 

Syntax-based and Phrase-based statistical machine translation. At present Microsoft 

translator support for more than 71 languages and integrated across multiple products. 
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Google Translator is free most popular MT system that supports more than 100 

languages[121]. At the early stages, Google translator uses statistical approach and 

recently it moves to Neural Machine Translation [122]. This translator uses statistical 

or patterns analysis algorithms to deliver its translation. Hence, the system does not 

think of grammatically correct translation [123]. Still google translation comes with 

few limitations including words limits in the translation and does not always provide 

the grammatically correct translation  

 

Few statistical machine translation systems were developed for the Sinhala language, 

especially Sinhala and Tamil. Among others, Pushpananda et. al have developed a 

statistical machine translation system for Sinhala-Tamil [124]. Besides, Rajpirathap 

and others have developed a Sinhala-Tamil statistical machine translation system 

using the Sri Lankan parliament corpus [125]. 

Note that, some of the current research investigates that the quality of the statistical 

machine translation can be improved using a rule-based phrase-level generation [126] 

especially including morphological analyser and generator for providing 

grammatically correct output [127].   

Furthermore, Ranatunga and others have been developed a Statistical MT system 

named Si-Ta. This system should capable to translate Sinhala and Tamil government 

documents without loss of semantics [128].  

Still, the statistical approach for MT is the most-used MT approach when neural 

machine translation is more popular. However, there are few challenges available in 

the statistical machine translation, including corpus creation and translation of non-

related language pairs (with different word order). 

 

2.4.7 Neural Machine Translation 

Neural machine translation (NMT) can be considered as a successful approach to 

machine translation that uses machine learning concepts[19][129]. There are numbers 
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of language models already used for the neural machine translation, including the 

recurrent neural language model, feed-forward neural language model, long short-term 

memory models, deep models, and neural translation models. These neural translation 

model uses the encoder-decoder approach or adding an alignment model for more 

accurate translations. Besides, most of the researchers move to convolutional neural 

networks to develop their language model. 

At present Google’s Neural Machine Translation [122] system and TensorFlow’s 

Neural Machine Translation model [130] are the most successful machine translation 

models that are capable of providing a more accurate solution for the phrase-by-phrase 

machine translation. 

Thang Luong and others have developed a neural machine translation (NMT) model 

(TensorFlow’s NMT model), which is based on a sequence-to-sequence (seq2seq) 

model [131]. This model can read the entire source sentence, understand its meaning, 

and then produce a translation through the deep recurrent architecture. 

The NMT system first reads the source sentence using an encoder to build a thought 

vector, a sequence of numbers that represents the sentence meaning; a decoder then 

processes the sentence vector to emit a translation, as illustrated. NMT consists of two 

components: an encoder [132], which computes representations for each source 

sentence and a decoder, which generates one target word at a time and hence 

decomposes the conditional probability. Figure 2.10 shows the encoder-decoder 

architecture of the neural machine translation by TensorFlow. This NMT addresses the 

local translation problem in the traditional phrase-based approaches. 

 

 

Figure 2.10: Encoder-decoder architecture of the NMT 
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Google’s NMT is a popular Machine translation approach that uses end-to-end 

learning approach for automated translation. At present, Google’s NMT supports more 

than 59 languages [133]. This NMT model consists of “a deep “LSTM network”( Long 

short-term memory network) with eight encoder and eight decoder layers using 

residual connections”.   

OpenNMT is an open-source toolkit for neural machine translation [134] that 

prioritizes efficiency, modularity, and extensibility to support NMT research. The 

OpenNMT toolkit consists of several facilities including modelling and translation 

support, summarization and, image-to-text, or speech-recognition. OpenNMT consists 

of several new features including the general-purpose interface, easily configurable 

models, and training procedures.  

Stanford NLP group [118] has also developed a neural machine translation (NMT) 

model. This model has been tested with languages English-German and English-Czech 

[135] This model uses the attention-based neural machine translation method for better 

translation. 

Pasidu and others have developed an NMT system for Sinhala and Tamil to translate 

among the official government documents [136] using Bahdanau’s NMT architecture 

[137]. Through this research, they attempt to investigate NMT for small parallel 

corpus.  

Neural machine translation systems still have some challenges [138][139]. Any 

machine translation system train for different domains is a critical task. However, the 

neural machine translation system can handle it easily (capable of domain adaptation). 

Further, same as statistical MT, neural MT systems require more data for training and 

testing. Thus, it takes some difficulties to build a successful neural machine translation 

system for low resources languages like Sinhala. (For instance, English-Spanish 

systems on WMT consist of 385.7 million English words paired with Spanish). 

Further, handling long sentences and word alignment is more difficult when both 

languages are non-related language pairs. 
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2.4.8 Knowledge-based Approach  

Knowledge-based Machine Translation (KBMT) is an early approach for MT, that 

much popular in 1990-2000 years [16][140] [141]. In general, most of the KBMT 

system comprises of an ontology of concepts, analysis lexical and grammars, 

generation lexical and grammars and mapping rules between the Interlingua 

to provide an accurate translation. 

KBMT-89 project at Carmegie Mellon University's Center for Machine Translation is 

the historical development for KBMT[142]. Further, Knowledge-based Accurate 

Natural-language Translation (KANT) is one of the successful, large-scale, 

commercial quality, domain-specific knowledge-based MT system for French, 

German and Japanese translations[143].  

 

2.4.9 Transfer-based Machine Translation 

In the transfer-based MT, systems take source language analysis results as a language 

depending model and transfer into a target language with considering word phrase or 

syntax [144].   Therefore, transfer-based systems can be classified into three groups 

namely word-based, phrase-based and syntax-based. 

The Phrase-based model translates phrases as atomic units [26]. This model is the most 

used method in Machine translation before the neural Machine translation introduce. 

This phrase-based model can be used to translate the local context in a sentence easily. 

Still, some Google translators also use this model. In addition to that, some grammar 

checkers also uses this phrase-based model for more accurate automatic grammatical 

error correction [145]. 

This approach is used by the many machine translation systems with the support of the 

other approaches, including statistical [14], neural and rule-based approaches. 

Google phrase-base machine translation is a more useful translator in the world, 

especially for low resource languages. Google translation starts with a rule-based 

system then move to phrase-base machine translation, now they already move to NMT.  
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Another phrase-based NMT system [146] has been developed using SleepWAke 

Networks (SWAN) [147] that was recently proposed segmentation-based sequence 

modelling method. This system has been tested with English-German and English-

Vietnamese machine translations. 

Joshus is an open-source, statistical phrase-based MT system [148] toolkit of human 

languages. This system introduces a “phrase-based decoder” that uses the “standard 

priority-queue-based decoding algorithm” [149] to construct a hypergraph.  

In the Indian region, few phrase-based machine translations [150] are available, 

PanchBhoota is a domain-specific phrase-based MT system for five Indian languages 

[151]. This system was specially developed for the three-domains, namely Health, 

Tourism and General domain. 

A syntax-based MT system has been developed for English to the Hindi language 

[152]. This system uses Statistical and syntax-based approach to incorporate the 

representation of the syntax of the source into the statistical system. Note that, most of 

the transfer based MT systems use Statistical methods and the translation (or model) 

is based on the syntax, phrase or word-based [153] [154]. 

 

2.4.10 Agent-based Approach to Machine Translation 

An agent-based approach for MT is a modern and powerful way to build MT systems 

by using the power of agents’ communication and parallel processing. In early days, 

few numbers of MAS systems available for NLP with different agent models including 

multi-agent systems based text understanding and clustering system for the car 

insurance domain [155] and TALISMAN [156]. However, these systems are not 

directly related to machine translation. A few years back, numbers of language 

processing systems are already developed through the MAS technology.  

Aref and others have developed the Natural language understanding system using 

MAS technology through the lexical structural approach and a cognitive structural 
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approach [157]. The system takes user input and understands the input through the 

agents’ communication.  

Chunqi et al. have developed MAS with translation agents [158] to promote the 

efficiency in MT by shifting the paradigm from the transparent-channel metaphor to 

the human-interpreter metaphor. According to the agent architecture, analyze the 

interaction process and describes the decision. 

Recently, Multi-agent technology has been used to improve the training process of the 

Conventional Neural Machine Translation [159]. Though the agent communication 

agent sharing the required knowledge. In this system, agents work together and 

increase the performance and quality of the translation. 

However, still, there is no any MT system available for use of complete MAS concepts 

or approach for machine translation.   

 

2.4.11 Hybrid Approach to Machine Translation 

Machine translation can be done by considering two or more approaches. These 

systems can be categorized as a hybrid machine translation system. Nowadays, most 

of the machine translation system uses two more approaches to enhance translation 

quality than the usage of the single approach [20].  Most of the machine translation 

system based on rule-based (Hybridization guided by RBM) or corpus-based 

(Hybridization guided by corpus-based MT). 

There is several Machine translation system available with hybrid concepts. Note that, 

most of the present statistical MT system powered with some other approaches (RBMT 

or NMT) [14].  

Kiril and others have been developed Deep Machine Translation to English to 

Bulgarian with hybrid approach [160]. This system uses pre-processing and post-

processing modules as well as two-level transfer. In addition, two two-level transfer 

methods, WordNets [161] for both languages are used as language resources. This MT 
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system also comprises a predominantly statistical component (factor-based SMT in 

Moses) [162] with some focused rule-based elements.  

Hindi-English data-driven MT has been developed using SMT, EBMT and RBMT 

approaches [163]. The translation process of the system is based on rule-based MT.  

In here, most of the Machine translation system has been discussed except English -

Sinhala Machine translation. The reset section briefly shows some existing English 

Sinhala Machine Translation systems.  

 

2.5 Local Resource and Existing ESMTS 

Numbers of local language resources are developed since 1990 [164]. Among them, 

University of Colombo School of Computing (UCSC) [165] have developed various 

Sinhala language tools including Sinhala copra, Corpus-based Sinhala Lexicon [166], 

Sinhala WordNet [167], Sinhala Speech Recognition system [168] and Sinhala and 

Tamil Machine translation systems [169]. In addition to that, the University of 

Moratuwa has been conducted a number of Sinhala language research to enhance the 

Sinhala resources in the web, including SinMin - A Corpus for the Sinhala Language 

[170], Sin-Ta -Sinhala-Tamil Translator [171], Sinhala PoS tagged data set [172], 

EnSiTip [173], Sinhala WordNet [167], Morphological Analyzer [174] etc. 

Considering the English Sinhala machine translation system availability, there are few 

numbers of research have been done. Historically,  Weeresinghe’s Sinhala to Tamil 

MT system using “corpus-based approach” [175] [176], and Vithanage’s English to 

Sinhala rule-based MT systems for weather forecasting  [177] can be considered as the 

historical developments. Also, Fernando and others developed ESMTS  using 

Artificial Neural Networks [178]. Another research conducted to develop a prototype 

rule-based machine translation system for English to Sinhala and vice versa  (SEES) 

[179]. This system takes Singlish as input and translates according to the existing rules.  

BEES is also English to Sinhala Machine Translation System, that follows a direct 

transfer approach [180]. This system uses computational grammar for Sinhala word 
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generation through the concept of Varanageema (Conjugation) [181]. The BEES has 

been implemented as a web-based and standalone application with Java and PROLOG 

for language processing [182].  

 

2.6 Some Issues in Machine Translation 

Machine Translation has been considered as a research challenging task sofar. The 

below section describes some of these practical MT issues briefly. 

 

2.6.1 Word and Sentence Segmentation 

Word and sentence segmentation are essential before the translation process. Word 

and sentence segmentation are done through the computer system; text segmentation 

is the process of dividing the written text into words, sentences, or topics to take the 

correct meaning. However, some other languages like Thai, the boundary of the 

sentence is fuzzy [183] [184]. In the Sinhala language, limited numbers of research are 

conducted for voice [185] and text. The basic algorithm used to segment text at the 

end of a line or end word with dot sign (sentence termination symbol) [186].  

 

2.6.2 Word Conjugation 

Word conjugation (generate multiple word forms) [187] is another challenge in 

machine translation, especially when the target language is morphologically rich. To 

address these issues, the MT system needs an accurate “word generator” or 

“morphological generator” to generate appropriate word form for the given grammar. 

Considering the requirements of the EnSiMAS, “Sinhala morphological generator” 

can be used to handle word conjugation requirements[180]. 
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2.6.3 Tense Detection 

Tense detection [188] is another issue in MT. Tenses of the language and the sentence 

patterns are different from languages. For instance, in the English language, there are 

12 tenses for active and 8 for passive voice [189]. However, the Sinhala language, 

there are only 3 tenses (present, past, and feature) [190]. Therefore, appropriate tense 

needs to identify through the syntactical analysis, and it is required to generate 

appropriate target language tense through the target language syntax generation. 

 

2.6.4 Multi-word Expression 

Multi-word-Expression [191] (MWE) is an expression which made two or more words 

can be syntactically or semantically appear as a single unit) [192]. Machine Translation 

point of view it is required to identify those units together for the accurate translation; 

otherwise, translation results become meaningless.  

 

2.6.5 Out of Vocabulary 

Out-of-vocabulary is a term used to explain the input which is not present in a system's 

dictionary or database [193]. To solve these out-of-vocabulary issues number of 

methods are available including spelling expansion, morphological expansion, 

dictionary term expansion or proper name transliteration [194]. This can be applied for 

many machine translations, including English to Sinhala machine translation. 

 

2.6.6 Translating Idiomatic Phrases 

The idiomatic phrase gives an entirely different meaning. There is a no systematic way 

to take the given meaning of the idiomatic expression. Thus Idiomatic phrase 

translation has been still considered as a research challenge. 

 

 



 

33 

 

2.7 Summarization of Existing MT Approaches 

Based on the above review and categorization, existing systems, advantages and 

limitations on each approach has been summarized in table 2.1  

 

Table 2.1: Summary of the selected MT approaches 

# Approach Example  Features Limitation 

1 Interlingua 

ICENT [66], 

UNITRAN[69] 

English-Hindi 

interlingua-based 

machine translation 

[70],  

Sanskrit to 

English[73] 

 

Easy to introduce 

new language 

An analysis is 

more complex 

(All the levels of 

analysis is 

required) 

2 
Human-

assisted 

Anusaaraka (Among 

Indian Languages) 

[81] 

OmegaT [78] 

 

humans and 

machines co-

operate 

Semi-automated 

3 
Dictionary-

based 

Pali to Sinhala MT 

[91] 

Czech and Russian 

[92] 

Only required a 

bilingual 

dictionary 

Success only for 

related 

languages 

4 Rule-Based 

BEES [99] 

Toshiba[97] 

 

Provides 

grammatically 

correct translation 

More rules than 

more complex 

5 
Example-

based 

English-Japanese 

[109] 

English-Arabic [112] 

Chinese-English [110] 

Easily to update 

Without 

examples 

translation is 

difficult 

5 Statistical 

Moses [116] 

Si-Ta [1128] 

Google Translator 

[121] 

Most used 

approach with 

high accuracy 

Sometimes 

result has some 

grammatical 

issues 

6 

Neural 

Machine 

Translation 

Google Translator 

[121] 

OpenNMT [134] 

Stanford NLP [135] 

Sinhala-Tamil [136] 

More accurate 

More training 

and parallel 

corpus required 
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7 
Knowledge-

based 

KBMT-89 [142] 

KANT [143] 

A bit closer to 

human translation 

Knowledgebase 

creation is 

difficult 

8 Phrase-based  

SWAN [147] 

Joshus [148] 

 

More accurate 

than word-based 

More rules than 

more complex 

9 Agent-based 

No complete MAS 

system for MT.  

TALISMAN [56] 

Handle 

complexity in 

Natural languages 

Difficult to 

implement and 

model 

10 Hybrid 

Moses [116] 

Hindi-English data-

driven MT [163] 

 

Provide better 

accuracy 

Difficult to 

implement 

 

2.8 Problem Definition 

In the above, many machine translation approaches have been discussed. However, all 

of these machine translation systems should unable to archive quality of the translation 

same as the human-generated translation. Thus, there is a quality gap between human 

translation and machine translation. 

 

2.9 Summary 

This chapter provides a critical review of MT, including existing approaches and 

systems. Compared with the existing MT approaches, the neural machine translation 

is the modern approach to machine translation, which provides some ability to reduce 

the quality gap between human translation and machine translation. However, it 

requires a sufficient amount of large parallel corpus. Note that, Sinhala language is a 

low resource language and required such resources are not available yet. Compared 

with human translation, all other existing machine translation approaches have some 

limitations and gives less translation quality. Hence there is a quality gap between 

human translation and machine translation. 
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CHAPTER 3 

LITERATURE REVIEW AND BACKGROUND 

3.1 Introduction 

The previous chapter provided a review of machine translation, including approaches, 

systems, and issues. This chapter gives fundamental knowledge of English and Sinhala 

languages, including morphology syntax and semantics, which are required to build a 

machine translation system. 

 

3.2 Computational Grammar for the English Language 

The English language is the global communication west Germanic language, originate 

from the Anglo-Saxons family [195].  Then Modern English consists of 26 letters 

including five vowels [189]. This section briefly reports a comparatives study on 

Morphology, Syntax and semantics on the English language, with considering the 

requirements of the MT.  

 

3.2.1 The Morphology of the English Language 

The internal structure of a word can be described through the morphology. 

Theoretically, words are build-up from morphemes which is called as the smallest 

meaning bearing unit of a language [84]. For instance, the English word dog consists 

of a single morpheme,  and the English word dogs comprise of two morphemes ‘boy’ 

and ‘s’. Note that, Compared with other morphologically rich languages like Sinhala, 

Sanskrit, few rules are available for the  English. Table 3.1 shows the common suffixes 

available for English [196].  
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Table 3.1: Some Suffixes in English 

 

 

English Noun Morphology 

The English noun is the main morphological category of the English language, which 

participates in inflexion and derivation [196] “Inflexion is the modification of a word 

to express different grammatical categories such as tense, case, voice, aspect, person, 

number, gender, and mood” [197]. English nouns participate in number, gender, and 

case inflexion. Table 3.2 shows some morphological rules for English noun inflexions. 
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Table 3.2 Some Morphological rules for Noun Inflection 

Morphological Rules for English Nouns 

Grammar Morphology Example 

Base form Add Remove 

Singular Noun - - School 

Plural Noun s - Schools 

Plural Noun es - Dishes 

Plural Noun ies y Ladies 

Plural Noun ves f Wives 

Singular Possessive Noun ‘s - Book’s 

Plural Possessive Noun s’ - Girls’ 

Singular Verb  er - Reader 

Plural Verb  ers - Readers 

Singular Verb ment - Achievement 

Plural Verb ments - Achievements 

 

According to the English noun inflexion, a noun can be divided into a regular noun or 

an irregular noun. Table 3.3 shows some regular and irregular noun forms. 

 

Table 3.3 Regular and irregular Noun forms 

Inflexion form Regular Irregular 

Singular computer corpus 

Plural computers corpora 

Singular Possessive computer's corpus's 

Plural Possessive computers' corpora's 

 

 

English Verb Morphology 

English verbs show few morphological forms when compared with the Sinhala 

language, namely the simple present tense, third-person singular, simple past tense, 

present participle, and past participle. According to the verb, conjugated English verbs 

can also be categorized into regular and irregular forms. Table 3.4 shows the regular 

and irregular verb forms.  
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Table 3.4: Regular and irregular English verb forms  

Inflexion form Regular Irregular 

Infinitive help write 

Simple present helps writes 

Present Participle helping writing 

Past helped wrote 

past Participle helped written 

 

According to the English noun-verb inflexion morphology, a verb can be divided into 

a regular verb or irregular verb. Table 3.5 shows some rules for verb conjugation. 

 

Table 3.5: Some Morphological rules for Verb conjugation 

Morphological Rules for English Verb 

Grammar Morphology Example 

Base form Add Remove 

Infinitive Verb - - help 

Simple present Verb s - helps 

Present Participle Verb ing - helping 

Past Verb ed - helped 

past Participle Verb ed - helped 

 

 

English Adjective Morphology 

Adjectives describe the quantity, qualities, and/or states of a noun in other words. 

Adjectives can modify the noun. In addition to that, adjectives also appear as a 

complement to linking verbs or the verb. According to the degrees of comparison of 

an adjective, three forms are available, namely absolute, comparative, and superlative. 

Table 3.6 shows the morphological rules available for English adjectives. 
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Table 3.6: Adjective relationship of a Noun  

 

 

English Adverb Morphology 

An adverb is a kind of word modifier that modifies an adjective, or a verb in a sentence. 

In general, adverbs are ended with the suffix -ly [198]. In addition, Adverbs gives a 

full description of “how something happens”, using When, How, Where, “in what 

way” and “to what extent”. Table 3.7 shows some relation between verb and adverb. 

 

 

Table 3.7: Verb and adverb usage  

Verb Adverb Example 

When? early She always arrives early. 

How? carefully He drives carefully. 

Where? everywhere They go everywhere together. 

In what way? slowly She eats slowly. 

To what extent? slowly It is slowly hot 
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3.2.2 Syntax of the English Language 

Words can be arranged in different orders to create meaningful sentences. This 

arrangement has a grammatical structure called syntax. Compared with the Sinhala 

language, English has its grammatical structure. According to English grammar, an 

English sentence can be categorised into four main groups, namely declarative, 

interrogative, imperative, and conditional [199]. In general, each sentence has two 

major components, such as a subject and predicate.   

 

The Subject 

 

Subject → Simple Subject 

Subject → Compound Subject 

Simple Subject → Noun phrase 

Simple Subject → Nominative Personal Pronoun 

Compound Subject → Simple Subject Conjunction  Simple Subject 

Noun Phrase → Article  specific proper noun 

Noun Phrase →  Proper Noun 

Noun Phrase →  Non-personal Pronoun 

Noun Phrase → Article  Noun  

Noun Phrase → Article Adjective   Noun  

Noun Phrase → Article Adverb   Adjective   Noun  
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Noun Phrase →  Noun  

Noun Phrase →  Adjective   Noun  

Noun Phrase →  Adverb   Adjective   Noun  

 

The English Predicate 

The predicate is also another part of the sentence that modifies the subject. Thus the 

predicate must contain a verb with or without a modifier. Therefore, the predicate can 

be divided into a verb or verb phrase and a subject. The following context-free 

grammar shows the selected grammar rules that demonstrate the English predicate. 

 

Predicate → Verb Complement 

Predicate → Verb Phrase Complement 

Verb → Simple present  

Verb →  Infinitive  

Verb  → Linking Verb 

Verb Phrase  → Aux Verb Infinitive  

Verb Phrase  → Aux Verb  NOT  Infinitive  

 

The following context-free grammar shows the selected grammar rules that 

demonstrate the complement 

Complement  → Ving  

 Complement  → to Vinf   Simple Object 

 Complement  → Prepossion phrase(s) 

 Complement  → Adverb Adjective  

 Simple Object  → Noun Phrase 
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Verb Tense 

Compared with a noun, a verb shows more forms of inflexion. A tense is an inflexion 

form of a verb that is used to describe the time variation of the action.  The following 

context-free grammar shows the selected grammar rules that demonstrate the tense. 

 

Simple Present →  V3ps  

Simple past  → VPast 

Simple Feature  → Will  Vinf   

 

Present Continuous →  am, is, are  V+ing  

Past Continuous →  was, were   V+ing  

Future Continuous →  will   be  V+ing 

 

 

3.2.7 The Semantics of English Language 

Machine translation system point of view, it is essential to analyse all the levels of 

language representations. Semantic processing can be considered as the upper middle-

level language processing method that represents meaning.  Meaning can be defined 

by word-level, phrase-level, sentence-level, and paragraph-level [200].   

 

Word-level Semantics 

A particular word has one or more meanings. This is called word-level semantics. For 

instance, the word “book” has two meanings, namely a collection of a document (as a 

noun) or reserved some (as a verb). This word-level ambiguity can be solved by 

considering a phrase or sentence (other levels of semantics). 
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Phrase-level semantics 

One or more words join together with some structure (particular orders) to make the 

phrase. Same as words, phrases generate separate meaning that is called phrase-level 

semantics. For instance, the phrase “will book” has a different meaning than its 

individuals. 

 

Sentence Level Semantics 

Sentence-level semantics refers to the meaning that deals with the meaning of syntactic 

units[201]. The thematic relationship is used to build the meaning of a sentence 

considering the relationship between each noun phrase and the verb phrases. Table 3.8 

shows the thematic relation in a sentence.   

 

Table 3.8: Basic Thematic Relationship in a sentence 

 

 

Pragmatics (The paragraphs/text Level Semantics) 

Rather than a single sentence, pragmatics takes the “context contributes to meaning” 

machine translation point of view. Pragmatics analysis is a solution for the “word sense 
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ambiguity”[202]. To identify paragraph-level semantic, it requires taking complete 

knowledge of each existing sentences in the selected paragraph. 

 

3.3 The Sinhala Language 

The word Sinhala (සිංහල) is derived from the lion (සිංහ) and taker (ල). The Sinhala 

language is one of the official languages of Sri Lanka. Sinhala has its own alphabet 

with few versions, including the Unicode version (18 vowels and 45 consonants) and 

alphabet of the “Sedath sagara” (10 vowels and 20 consonants) [190]. However, 

Sinhala mix alphabet consists of 18 vowels and 36 consonants. Note that Sinhala 

consists of only four parts-of-speech (පද) Namely Noun (නාම), Verb (ක්‍රියා) and Nipath 

(නිපාත) and Updarga (indeclinable particle). This four parts-of-speech embrace the 

eight parts-of-speech specified in English. The following figure shows the part of 

speech mapping between English and Sinhala. 

 

 

Figure 3.1: Part of speech mapping between English and Sinhala 

 

3.3.1 Morphology of the Sinhala Language 

Sinhala is an inflationary rich language, and it participates in inflexion, derivation, and 

conjugation of nouns and verbs. The next section briefly describes a noun and verb 

morphology of the Sinhala language. 
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Sinhala Noun Morphology 

Sinhala Noun (Nama) represents a Noun, ProNoun, and Adjective in the English 

language. Sinhala is also an inflectionally rich language and shows a strong 

relationship between subject and verbs. Also, Sinhala Noun shows Gender, Number, 

Person and Case-based inflexion. For Instance, more than 27 Noun formas can 

generate by using a Sinhala Noun. (9 cases for each Singular direct, Singular indirect 

and plural form). Table 3.9 shows Sinhala Noun inflexion forms for the Sinhala word 

මුවා (dear)       

 

Table 3.9: Sinhala Noun inflexion form for base word මුවා (dear) 

Case Singular direct Singular indirect Plural 

Nominative මුවා මුවවක් මුවවෝ 

Accusative මුවා මුවකු මුවන් 

Instrumental මුවා විසන් මුවකුවිසන් මුවන් විසන් 

Auxiliary මුවා වෙන් මුවකු වෙන් මුවන්වෙන් 

Dative මුවාට මුවකුට මුවන්ට 

Ablative මුවාවෙන් මුවකුවෙන් මුවන්වෙන් 

Genitive මුවාවේ මුවකුවේ මුවන්වේ 

Locative මුවා වෙවරහි මුවකු වෙවරහි මුවන්වෙවේ 

Vocative මුවා  මුවවන් 

 

Sinhala Verb Morphology 

A Sinhala verb is the action word in a sentence that can be divided into two groups, 

namely transitive and intransitive. In general, Sinhala verbs are inflected from five 

categories, namely voice, mood, tense, number, and person. Compared with the 

English verb, the Sinhala verb takes only three tenses such as the present, past, and 

future; however, the Sinhala verb shows more inflexion (verb conjugation) than the 

Sinhala noun. More than 36 inflexion forms, including active, passive, optative mood, 
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imperative mood, and conditional mood are available for a Sinhala base verb. Table 

3.10 shows some inflexion forms for the Sinhala verb “මරණවා”. Table 3.11 shows the 

add-remove values for the Sinhala verb for the verb conjugation. Note that these rules 

can be applied for agent-based verb generation. 

 

Sinhala verb is the action word in a sentence that can be divided into two groups, 

namely transitive and intransitive. In general Sinhala, verbs are inflected from 4 

categories, namely voice, mood, tense, number and person. Compare with the English 

verb Sinhala verb takes only three tenses such as the present, past and future; however, 

Sinhala verb shows more inflexion (verb conjugation) than Sinhala Noun. More than 

36 inflexion forms including active, passive, optative mood, imperative mood and 

conditional mood available for a Sinhala base verb. Table 3.10 shows some inflexion 

forms for the Sinhala verb “මරණවා”. Table 3.11shows the add-remove values for the 

Sinhala verb for the Verb conjugation. Note that, these rules can be applied for agents’ 

based verb generation.  

 

Table 3.10: Verb inflexion forms for Verb Maranawa (මර ධාතුව ) 

කාලය උත්තම ඒක උත්තම බහු මධ්‍යම ඒක මධ්‍යම බහු ප්‍රථම ඒක ප්‍රථම බහු 

ෙතෘ 
වේතමාන 

මරමි මරමු මරහි මරහු මරයි මරති 

ෙතෘ 

අනාෙත 
මරන්වනමි මරන්වනමු මරන්වනහි මරන්වනහු මරන්වන් මරන්වනෝ 

ෙතෘ 

අතීත 
මැරීමි මැරූමු මැරීහි මැරූහු මැරී මැරූ 

ෙේම 

වේතමාන 
මැවරමි මැවරමු මැවරහි මැවරහු මැවරයි මැවරති 

ෙේම 

අනාෙත 
මැවරන්වනමි මැවරන්වනමු මැවරන්වනහි මැවරන්වනහු මැවරන්වන් මැවරන්වනෝ 

ෙේම 

අතීත 
මැරිණිමි මැරුණුමු මැරිණිහි මැරුණුහු මැරිණි මැරැණු 
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Table 3.11: Add-remove values for the Sinhala verb 
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201 ෙැනීම ෙ ෙත්වත ෙත්වත්ය ෙත්වතෝය ෙ ෙනුලබ ෙනුලැබුවව ෙනුලැබුවේය ෙනුලැබුවවෝය ෙනුලැබ

202 නීම න නුවව    නුවේය                                                                                                                                                                                                                                                                                                                                                                                                 නුවවෝය න නනුලබ නනුලැබුවව නනුලැබුවේය නනුලැබුවවෝය නනුලබ

203 නීම නි නුවව නුවේය නුවවෝය නි නිනුලබ නිනුලැබුවව නිනුලැබුවේය නිනුලැබුවවෝය නිනුලබ

204 නෑම නා නෑවව නෑවේය නෑවවෝය නා නානුලබ නානුලැබුවෙ නානුලැබුවේය නානුලැබුවෙෝය නානුලබ

205 ණැම ණා ණෑවව ණෑවේය ණෑවවෝය ණා ණානුලබ ණානුලැබුවෙ ණානුලැබුවේයණානුලැබුවෙෝයණානුලබ

206 ණීම ණි ණ්වන ණ්වන්ය ණ්වනෝය ණි ණිනුලබ ණිනුලැබුවව ණිනුලැබුවේය ණිනුලැබුවවෝය ණිනුලබ

207 රීම ර වෙ ව ේය ව ෝය ර රනුලබ රනුලැබුවේය රනුලැබුවේය රනුලැබුවෙෝය රනුලබ

208 රීම රි රිවය රිවේය රිවයෝය රි රිනුලබ, රිනුලැබුවෙ රිනුලැබුවේය රිනුලැබුවෙෝය රිනුලබ

209 ෙෑම ෙ ෙෑවව ෙෑවේය ෙෑවවෝය ක කනුලබ කනුලැබුවෙ කනුලැබුවේය කනුලැබුවෙෝය කනුලබ

210 කීම කි කුවන කුවන්ය කුවනෝය කි කිනුලබ කිනුලැබුවෙ කිනුලැබුවේය කිනුලැබුවෙෝය කිනුලබ

211 ො ො ෙෑවව ෙෑවේය ෙෑවවෝය ගානුලබගානුලබ ගානුලැබුවෙ ගානුලැබුවේය ගානුලැබුවෙෝය ගානුලබ

212 වේම වේ ෙත්වත ෙත්වත්ය ෙත්වතෝය වේ වේනුලබ වේනුලැබුවෙ වේනුලැබුවේය වේනුලැබුවෙෝය වේනුලබ

213 ටීම ට ටුවව ටුවේය ටුවවෝය ට ටනුලබ ටනුලැබුවෙ ටනුලැබුවේය ටනුලැබුවෙෝය ටනුලබ

214 ටීම ට ටුවව ටුවේය ටුවවෝය ට ටනුලබ ටනුලැබුවෙ ටනුලැබුවේය ටනුලැබුවෙෝය ටනුලබ

215 ඩීම ඩ ඩුවව ඩුවේය ඩුවවෝය ඩ ඩනුලබ ඩනුලැබුවෙ ඩනුලැබුවේය ඩනුලැබුවෙෝය ඩනුලබ

216 ඩීම ඩි ඩිවය ඩිවේය ඩිවයෝය ඩි ඩිනුලබ ඩිනුලැබුවෙ ඩිනුලැබුවේය ඩිනුලැබුවෙෝය ඩිනුලබ

217 තැනීම ත තැනුවව තැනුවේය තැනුවවෝය ත තනුලබ තනුලැබුවෙ තනුලැබුවේය තනුලැබුවෙෝය තනුලබ

218 තීම ති තුවව තුවේය තුවවෝය ති තනුලබ තනුලැබුවෙ තනුලැබුවේය තනුලැබුවෙෝය තනුලබ

219 දීම ද දුවව .දුවේය දුවවෝය ද දනුලබ දනුලැබුවෙ දනුලැබුවේය දනුලැබුවෙෝය දනුලබ

220 දීම දි දුවව දුවේය දුවවෝය දි දිනුලබ දිනුලැබුවෙ දිනුලැබුවේය දිනුලැබුවෙෝය දිනුලබ 

221 බීම බ බුවව බුවේය බුවවෝය බ බනුලබ බනුලැබුවෙ බනුලැබුවේය බනුලැබුවෙෝය බනුලබ

222 යෑම ය ගිවය ගිවේය ගිවයෝය ය යනුලබ යනුලැබුවව යනුලැබුවේය යනුලැබුවවෝය යනුලබ

223 පෑම පා පෑවව පෑවේය පෑවවෝය පා පානුලබ පානුලැබුවෙ පානුලැබුවේය පානුලැබුවෙෝය පානුලබ

224 හීම හ වහ හන්වන්ය හන්වනෝය හ හනුලබ හනුලැබුවෙ හනුලැබුවේය හනුලැබුවෙෝය හනුලබ

225 මීම ම මුවෙ මුවේය මුවෙෝය ම මනුලබ මනුලැබුවෙ මනුලැබුවේය මනුලැබුවෙෝය මනුලබ

226 වීම ව වූවය වූවේය වූවෙෝය ෙ ෙනුලබ ෙනුලැබුවෙ ෙනුලැබුවේය ෙනුලැබුවෙෝය ෙනුලබ

227 හීම හි හින් හින්වන්ය හිනවනෝය හි හිනුලබ හිනුලැබුවෙ හිනුලැබුවේය හිනුලැබුවෙෝය හිනුලබ

228 රීම රි රිවය රිවේය රිවයෝය රි රිනුලබ රිනුලැබුවෙ රිනුලැබුවේය රිනුලැබුවෙෝය රිනුලබ

229 දීම වද දුනවන දුනවනය දුනවනෝය වද වදනුලබ වදනුලැබුවෙ වදනුලැබුවේය වදනුලැබුවෙෝය වදනුලබ

230 සීම ස සුවෙ සුවේය සුවෙෝය ස සනුලබ සනුලැබුවෙ සනුලැබුවේය සනුලැබුවෙෝය සනුලබ

231 ටීම ටි ටිනවන ටිවනය ටිවනෝය ටි ටිනුලබ ටිනුලැබුවෙ ටිනුලැබුවේය ටිනුලැබුවෙෝය ටිනුලබ

232 ඳීම වෙ වෙනවන වෙනවනය වෙනවනෝය වෙ වදනුලබ වදනුලැබුවෙ වදනුලැබුවේය වදනුලැබුවෙෝය වදනුලබ

233 දීම ද දනවන දනවනය දනවනෝය ද දනුලබ දනුලැබුවෙ දනුලැබුවේය දනුලැබුවෙෝය දනුලබ

234 ලීම ල ලනවන ලුවේය ලුවෙෝය ල ලනුලබ ලනුලැබුවෙ ලනුලැබුවේය ලනුලැබුවෙෝය ලනුලබ

235 වීම වෙ වෙනවන වෙනවනය වෙනවනෝය වෙ වෙනුලබ වෙනුලැබුවෙ වෙනුලැබුවේය වෙනුලැබුවෙෝය වෙනුලබ

236 ඒම එ එනවන එනවනය එනවනෝය එ එනුලබ එනුලැබුවෙ එනුලැබුවේය එනුලැබුවෙෝය එනුලබ
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3.3.2 Syntax of the Sinhala Language  

Same as the English language, Sinhala has its syntax, and it differs from English. 

According to the structure, a Sinhala sentence can be classified into six subcategories, 

namely simple, complex, constructed, collectral, compound, and illectical. The simple 

sentence consists of a Sinhala subject and a single finite verb. According to Sinhala 

grammar, a Sinhala sentence can be divided into eight components, namely attributive 

adjunct of the subject, a subject attributive adjunct of an object, object, attributive 

adjunct of the predicate, attributive adjunct of the complement of a predicate, the 

complement of a predicate, and predicate. In addition to that, more than 40 syntax rules 

are available to make a correct Sinhala sentence, including subject-verb agreement. 

The following context-free grammar shows the selected grammar rules that 

demonstrate the Sinhala sentence structure. 

 

Sentence → Subject Phrase Verb Phrase 

Sentence  → Subject Phrase Object Phrase Verb Phrase 

Object Phrase → Object 

Subject Phrase → Subject 

Verb Phrase → Verb 

Subject Phrase →  Attributive adjunct of Subject  Subject 

Object Phrase →  Attributive adjunct of Object  Object 

Subject  → Noun 

Object → Noun 
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3.4 Comparison Between English and Sinhala Languages 

Sinhala and English languages take some similarities and many differences. Table 3.12 

presents a summary in between English and Sinhala languages. 

 

Table 3.12: Fundamental differences in both Sinhala and English 

Category English Sinhala 

Alphabet There are 5 vowels and 21 

consonants 

There are 18 vowels and 42 

consonants in this modern 

alphabet [203] 

Part of Speech There are eight parts of speech 

in the English language:  

There are 4 Nama, Kriya, 

Nipatha and Upsarga 

literary 

Morphology 

minimal Noun (case, number, 

definiteness and animacy) 

Sinhalese mark person, number 

or gender on the verb  

 

Verbal 

morphology 

there is few subject–verb 

agreement 

there is more subject–verb 

agreement (PNG) 

Syntax SVO (subject–verb-object) 

word order 

Left-branching language 

SOV (subject–object–verb) 

word order 

Left-branching language 

Discourse  Sinhalese is a pro-drop 

language 

 

 

3.5 Summary 

This chapter described more details on English and Sinhala languages with more 

attention to morphology and syntax in both languages. The next chapter presents 

natural language processing techniques that are required to build a machine translation 

system.  
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CHAPTER 4 

NATURAL LANGUAGE PROCESSING TECHNIQUES 

4.1 Introduction 

The previous chapter discussed in more details on English and Sinhala languages with 

more attention on morphology, syntax and semantics on both languages. This chapter 

gives detail about some existing natural language processing techniques, including 

Language modelling, morphological analysis, syntax analysis, morphological and 

syntactical generation.  

 

4.2 Computational Model for English and Sinhala 

According to the existing grammar in both languages, computational model required 

to handle both language information for the translation. Therefore, a relational model 

has been designed to represent knowledge in both languages. According to the 

developed model basic unit of the language is a word. Thus the model has been based 

on the English and Sinhala word. Note that, an English phrase has several English 

words, a sentence consists of several phrases and a paragraph consist of several 

sentences. With the above basic concepts, the object-oriented model has been designed 

with composite objects. This model consists of four knowledge representation levels, 

namely words with its morphological knowledge, phrases with syntax knowledge, a 

sentence with thematic relationships and paragraph with pragmatics knowledge. 

Figure 4.1 shows the knowledge representation level of the English language.    
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Figure 4.1: Language model for English and Sinhala 

With the above idea, an ontological model has been designed and developed for the 

English and Sinhala languages. This ontological model is based on word, phrase and 

sentence. 

Further, as we know the English language consists of 8 part of speech, including noun, 

verb, adjective, adverb and, etc. A word-based language model has been designed for 

English and Sinhala languages to represent language knowledge for the translation. 

Word level information for a word and some related semantics information also stored 

in the ontology. To represent a word, grammar, morphology and semantic features are 

stored in a word ontology including its identification tag. Figure 4.2 shows the 

ontology of a word. 

 

Figure 4.2: Ontology of a word 

Furthermore, the Sinhala language consists of 4 part of speech, namely Nama (noun), 

Kriya (verb), Nipatha (like preposition) and Upasarga. Same has English language 
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Ontology, word-based Sinhala language model has been designed for the Sinhala 

language to represent language knowledge for the translation. In addition to the above, 

English to Sinhala machine translation system requires to generate appropriate Sinhala 

word forms from the existing base word according to the given grammar. Thus, 

morphological generation rules are also stored in the Sinhala word ontology.   

 

The phrase is made with one or more words. The ontological point of view each phrase 

consists of a number of words, phrase type, headword information, location (Order of 

the phrase in a sentence) and thematic relationships. Figure 4.3 shows the ontological 

design of the English and Sinhala phrase.   

 

Figure 4.3: Ontology of a Phrase 

A sentence is made with one or more phrases. The ontological point of view each 

sentence consist of number of phrases, sentence type, thematic information for the 

sentence. Figure 4.4 shows the ontological design of the English and Sinhala sentence.   
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Figure 4.4: Ontology for a Sentence 

With combining all the language modules, Object-Oriented model has been built to 

store sentence information which is useful to English to Sinhala machine translation. 

The next section briefly describes Morphological analysis and Morphological analysis 

and generation for machine translation. 

 

4.3 Morphological Analysis and Generation 

“Word” is the building block of the language. Machine translation point of view, it 

essential to identify words correctly before proceeding the process of machine 

translation. Morphological analysis is a word-level language analysis that identifies 

the internal structure of the word including the type of the word and the grammar. At 

present, there are numbers of approaches available for morphological analysis, 

including Morpheme-based, Lexeme-based and Word-based morphology [204]. Most 

of these Morphological analyzers have been developed as a part of the Machine 

translation system. There are very few researches have been conducted for the Sinhala 

Language morphological processing. Under the BEES project, a Sinhala 

Morphological analyzer has been developed [205]. The Analyzer uses Sinhala 

language morphological rules and a Sinhala word dictionary to take the analysis. Table 

4.1 shows a summary of the existing metrological analyzers with their approach. 
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Table 4.1: Summary of the Existing Morphological analyzers  

Language Approach Description 

Tamil language Morpheme-

based 

Lushanthan and others have developed 

[206] using Xerox toolkit and finite-state 

operations [207] 

Hindi Paradigm 

approach 

part of the Hindi to Punjabi Language 

translation [208], 

Marathi Paradigm-

based 

Finite State Morphological analyzer 

[209] [210]. 

Pali rule-based 

approach 

David and others have been developed 

[211]. 

Kannada paradigm 

approach 

as a part of the English to Kannada 

Machine translation system [212]. 

Six Indian 

languages 

Paradigm 

approach 

Under the Anusaaraka system [213]. 

Hindi uses finite-state 

transducers 

Generic Morphological Analysis Shell  

[214]. 

English Rule-based Developed under the bees project [205] 

 

Morphological generation is the backward approach of the morphological analysis that 

generates a correct word form for the given root word. According to the process, 

Morphological generation is a bit easy than the Morphological analysis. In general 

Morphological generator takes a base word and relevant grammar to generate the 

appropriate word form.  Therefore, most of the systems capable of handling analysis 

and generation. Figure 4.5 shows the general pipeline of the Morphological analyzer 

and generator. 
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Figure 4.5: Process of the morphological analysis and generation 

After the morphological analysis, the system should cable to take all the word 

information that can be used to process another level of language analysis, such as 

syntax and semantics. 

 

4.4 Syntactical Analysis and Generation 

A phrase is a meaning bearing unit in a sentence than a word. In other word, Phrase 

consists of numbers of words and each word in a phrase provide a collective meaning 

than the single word. Further, the structure of the sentence (syntax) can be analyzed 

through the Parsers. Parsers are computer application, capable to parse the sentence or 

a phrase through the given specific grammar. In general, parsers are classified through 

its parsing direction namely, top-down, bottom-up etc.  For instance, top-down parsers 

are taken input from left-to-right and analyze the structure top to bottom. Several Top-

down parsers are available including Recursive descent Parser [215]  and CYK Parsers 

[216]. Further, there are numbers of tools available for Parser development including 

NLTK  [217], OpenNLP [218], and JavaCC [219].  

In addition to the above number of freely available successful parsers available for 

different languages, namely Stanford parser [220], The Link Grammar Parser [221], 

and Enju parser [222]. In addition to the above, a Prolog-based English parser has been 

already developed under the BEES project [223] [224].    
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Syntax generation is the opposite direction of the syntax analysis. Most of the syntax 

generation systems have been developed through rule-based methods. Syntax 

generator is required to generate grammatically correct target language syntax 

according to the given syntax. 

Further, Phrase chunking is another type of application that segment a sentence into 

its sub constituents. In addition to the parsers, Noun phrase and verb phrase chunking 

is a commonly used method to identify noun phrase and verb phrases [225].   

 

4.5 Semantics Processing 

Semantics processing is a way to understand the meaning of the given context 

(sentence or phrase). Machine translation system point of view, it should be required 

to completely analyse the input and should able to generate or transfer the meaning 

into the target language correctly. In general, semantics processing can be divided into 

four levels, namely, word level, phrase level, sentence level and paragraph level. This 

section briefly describes semantics options for each case. 

 

4.5.1 Word level semantics 

Each word in the text consists of its meaning which is called word-level semantics. 

However this can be overwritten (may be replaced through the upper-level semantics) 

For instance, Take the phrase “The computer Society” if we take word individually 

computer refers to the computer and society has its meaning, however, as a phrase the 

word computer is in the adjective form and its change the direct meaning and only 

modify the property of the society. If we take some tense on the English sentence “will 

play”, “going to play” there is no direct meaning for the word “will” and “going”.  

According to the above facts, Machine translation point of view, it is required to 

consider word-level meaning as well as phrase level or sentence level meaning to take 

accurate translation. 
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4.5.2 Phrase level semantics 

The phrase consists of one or more words each word consists of its meaning. However, 

if we consider a phrase, which has the main word which is used to deliver the meaning. 

Note that, in the previous example “Society” is the main word of the noun phrase, and 

other words are modifiers.  

 

4.5.3 Sentence level semantics 

The sentence consists of one or more phrases. Therefore, to take the sentence level 

semantics, it is required to extract the thematic relation on the sentence. The thematic 

relations give various roles for the sentence. There are numbers of thematic relations 

available, including Agent, Experiencer, Theme, Patient, Instrument, etc. In the 

machine translation point of view, thematic relation extraction and generation are 

beneficial to provide an accurate translation.   

 

 

4.6 Summary 

This chapter described an in-depth study on some related Natural Language Processing 

techniques for English to Sinhala Machine Translation including morphological 

processing, syntax processing and semantic processing. The next chapter discusses 

multi-agent technology and its features to model English to Sinhala machine 

translation system.   
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CHAPTER 5 

MULTI AGENT TECHNOLOGY 

5.1 Introduction 

In the previous chapter, natural language processing techniques on machine translation 

were discussed, including morphological analysis, morphological generation, syntax 

analysis, syntax generation and semantics processing techniques. This chapter presents 

a critical study on multi-agent system technology and its features, including a review 

on the existing framework for multi-agent system development. Finally, this chapter 

also reports on MaSMT, a specially created framework for agent-based machine 

translation. 

 

5.2 What is Multi-agent System? 

A multi-agent system (MAS) is a computerised system composed of multiple 

interacting intelligent agents [226]. MAS consists of two or more agents, capable of 

communicating with each other in the shared environment. In general, a multi-agent 

system consists of four components: agents, environment, ontology and the virtual 

world. An agent may be a computer application or an independently running process 

(a thread) capable of doing some actions. Theoretically, agents are capable of acting 

independently (autonomous) and controlling their internal status according to the 

requirements. Agents communicate with other agents through messages. These 

messages consist of information for agent activities (agent doing their task according 

to the messages they have required from others). The environment is, to a large degree, 

the interaction between the “outside worlds” of the agent. In most of the cases, 

environments are implemented within a computer.  

The Ontology [227] can be defined as an explicit specification of conceptualization. 

Ontologies capture the structure of the domain. Thus agent nature of the multi-agent 

system capabilities is based on the ontology. Further, considering the correct type of 

agent and making the agent communication are the most critical and essential 
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requirements of the agent-based system development. Further, multi-agent systems 

consist of several advantages [228]. Some of the common advantages are: 

• A multi-agent system consists of interconnected agents; they used to distribute 

computational resources than the central resources. (However, most of the multi-

agent systems run on a single machine.)  

• A multi-agent system provides interconnection and interoperation of multiple 

systems. 

• A multi-agent system should be capable of taking global coordinates, distributed 

information from sources efficiently. 

• Multi-agent system solutions (optimal or accepted) for the current situation. 

 

5.2.1 Type of Agents 

According to the activities, behaviour, and existing features, agents can be 

categorised into different types including simple reflex agent, model-based reflex 

agent, goal-based agent, utility-based agent and learning agents. However, various 

classifications are also available for agents including, collaborative agent, interface 

agent, mobile agent, information or internet agent, hybrid agent and smart agent. These 

agents show different capabilities and behaviours to work together. Figure 5.1 shows 

a different view of agents.   

 

Figure 5.1: Different types of agents 
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5.2.2 Agent Communication 

Communication among agents on MAS is the hidden factor for the success that allows 

collaboration among agents, negotiation and cooperation between agents, etc. Thus, 

agent communication needs a commonly understood semantics. Further, agents can 

communicate with each other with peer-to-peer, broadcast, or noticeboard methods. 

 

In the peer-to-peer agent communication [229], an agent sends messages only for 

known peer(s). It means that there is an agreement between sender and receiver.  The 

broadcasting method sends a message(s) for all. According to this method, everyone 

in the group, sometimes all agents in the system) require the message. The notice board 

method allows a different way than the above. The noticeboard method would send 

messages into the shared location (noticeboard). If the agent required some then agent 

can take that information from the noticeboard.    

However, multi-agent systems take some time to make the solutions and that are 

required to pass messages among agents. The parallelism of the multi-agent system 

and avoiding unnecessary message parsing can help to support the fastest message 

parsing [230]. The multi-agent system is also used to handle the “system complexity” 

to provide intelligent solutions through agent communication [231]. Thus, multi-agent 

system development is also a bit of a complicated process when the system needs more 

communication. According to such complexity, selecting a suitable framework is 

highly important [232] than ad-hoc development. In general, a multi-agent framework 

provides agent infra-structure, communication, and monitoring methods for agents. In 

addition to that, common standards are available for agent development special agent 

communication, including FIPA-ACL [233] and KQML [234] [235]. FIPA is one of 

the common standards for agent development. A number of agent systems have been 

developed with the FIPA standard [236], including JADE.  

 

5.3 Existing MAS Development Framework 

Few multi-agent system development frameworks are available with different features. 

Among others, JADE [237] is a Java-based free and open-source software framework 
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for MAS development. JADE provides middle-ware software support with GUI tools 

for debugging and deployment. Further, JADE provides task execution and 

composition model for agent modelling, and peer-to-peer agent communication has 

been done with asynchronous message passing. In addition to the above, JADE 

consists of the following key features: 

 

• JADE provides a FIPA-compliant distributed agent platform  

• Multiple directory facilitator (change agents active at run time) 

• Messages are transferred encoded as Java objects. 

 

MaDKit is a Java-based multi-agent development platform, which is based on the 

AALAADIN conceptual model [238]. This organizational model consists of groups 

and roles for agents to manage different agent activities. MaDKit also provides a 

lightweight Java library for MAS design [239]. The architecture of MaDKit is based 

on three design principles, such as micro-kernel architecture, agentification of 

services, and the graphic component model. Also, MaDKit provides asynchronous 

message passing. Further, it can be used for designing any multi-agent applications, 

from distributed applications to multi-agent simulations[240]. 

 

PADE [241] is a free, entirely Python-based multi-agent development framework to 

develop, execute, and manage multi-agent systems in distributed computing 

environments. PADE uses the libraries from twisted project to allow communication 

among the network nodes. This framework support for multi-platforms, including 

embedded hardware that runs on Linux [242].  Also, PADE consists of some essential 

functionalities. PADE agents and its behaviours have been built using object-

orientation concepts. PADE is capable of handling messages in FIPA-ACL standard 

and supports cyclic and timed behaviours. 

 

SPADE (a Smart Python multi-Agent Development Environment) is a commonly used 

Python-based framework for multi-agent system development [243][244]. SPADE 

includes several features including the following: the SPADE agent platform is based 
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on the XMPP, support agent model based on behaviours, supports FIPA metadata 

using XMPP Data Forms, and provides a web-based interface for agent control. 

 

Jason [245] is a fully Java-based, open-source, MAS development framework that 

provides speech-act based inter-agent communication. Jason has been developed using 

AgentSpeak [246]. The Jason framework consists of several features, including strong 

negation and annotations. 

 

AgentBuilder [247] is a free quick agent and agent-based software development 

framework that is compatible with Java, as well as KQML and CORBA support. 

Several multi-agent systems have already been developed using AgentBuilder, 

including a “buying and selling system”. 

 

“Shell for Simulated Agent Systems” (SeSAm) [248] is another MAS development 

environment that provides agent modelling facilities, as well as agent simulations  

[249]. SeSAm especially gives facilities to construct complex models. The SeSAm 

framework is used in many domains, including “logistics and production”. 

 

The Agent Development Kit (ADK)  [250] is a Java-based, open-source, MAS toolkit 

that allows quick-build, secure, large-scale solutions. ADK also uses agent-oriented 

G-net model including “end-to-end” tracing.  Further, Table 5.1 shows a summary of 

the existing multi-agent system development frameworks. 
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Table 5.1: Summary of the existing Multi-agent system development frameworks 

 

System Type Platform Features 

JADE Open Source Java Asynchronous Message Parsing 

MaDKit Open Source Java Asynchronous Message Parsing,  

PADE Free Python Supports FIPA, cyclic and timed 

behaviours support 

SPADE Free Python Supports FIPA metadata using XMPP 

Data 

AgentBuilder Open-source Java Capable of building intelligent agent-

based applications 

Json Open-source Java speech-act based inter-agent 

communication 

SeSAm Open-source Programming 

Shell 

GUI based agent modelling 

ADK Open-source Mobile-based Large-scale distributed solutions 

  

5.4 MaSMT: Multi-agent Framework for Machine Translation 

Existing multi-agent development frameworks directly does not support the distinct 

requirements of the proposed agent-based machine translation system. The proposed 

system requires several activities on natural language processing, including 

morphological processing, syntax processing, and semantic processing. Therefore, a 

new framework has been designed and developed, incorporating the following 

required features: 

• Should able to handle more than 100 agents easily  

• Provide the fastest message passing 
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• Agents can easily customise according to the requirements 

• Agents should support local languages (Sinhala) 

 

5.4.1 MaSMT Framework 

The “Multi-Agent System for Machine Translation” (MaSMT) is a freely available 

Java-based MAS development framework, specially designed to implement EnSiMaS. 

The framework was first released in March 2016 as an open-source product. The rest 

of the section gives more details on inside the MaSMT. 

 

5.4.2 AGR Organisational Model and MaSMT Architecture 

The AGR organisational model was designed initially under the Aalaadin model, 

which consists of agents, groups, and roles. Figure 5.2 shows the UML-based Aalaadin 

model for multi-agent system development [251]. According to the model, each agent 

is a member of one or more groups, and a group contains one or more roles. The agent 

should be capable of handling those roles according to the agent’s requirements. This 

model is used by the MaDKit system by allowing free overlapping agents among 

groups [252]. 

 

Figure 5.2: UML-Based Aalaadin model for multi-agent system development 

      Source: UML-based Aalaadin model [251]. 
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The MaSMT model is almost the same as the above model but removes a freely 

overlapping feature of the group and role at the same time. It means the agent is a one 

member of one or more groups, as well as one or more roles; however; there is only 

one active group and role. Thus, the agent does actions according to this active group 

and role.  Note that, agents are only active communicating entities capable of playing 

roles within groups. Therefore, MaDKiT provides the freedom for agent designers to 

design appropriate internal models for agents. With this idea, the MaSMT agent is 

designed considering the three-level architecture that consists of a root agent, 

controlling agents, and ordinary agents [253]. The MaSMT root agent contains several 

controlling agents (managers). Each controlling agent consists of any number of 

ordinary agents. In addition to that, agents can be clustered according to their group 

and role. This layered model allows for building agent swarms quickly. Fig. 5.3 shows 

the agent diagram of the three-level architecture on MaSMT.         

 

 

Figure 5.3: Agents’ architecture on MaSMT 

With this model, an ordinary agent can communicate with its swarm, as well as its 

controller agent. The controller agent should be capable of communicating and fully 

control its ordinary agents. Controllers can communicate with other controllers, and 

the root can handle all agents in the system. With this model, MaSMT allows for 

passing messages through the peer-to-peer, broadcast, or noticeboard methods. 



 

66 

 

5.4.3 MaSMTAbstractAgent 

AbstractAgent model is used to identify agents through its group-rule-id. Agent 

identifier for the particular agent can generate using group, role and relevant id. Also, 

role(dot)id@group can be used to locate agents quickly. As an example 

read_words.101@ensimas.com provides read_words is a role, id is 101 and 

ensimas.com is a group. 

This abstract agent model is used by the MaSMT to handle all the agent-based 

activities that are available in the MaSMT agents, MaSMT controllers, and MaSMT 

root agent. 

 

5.3.4 MaSMT Agent 

MaSMT agents are the active agents in the framework provides agents’ infrastructure 

for agent development.   The Modular architecture of the MaSMT Agent is shown in 

figure 5.4. MaSMT agent consists of several built-in features including Notice board 

reader and Environment controller. 

 

 

Figure5.4: Modular architecture of the MaSMT Agent 
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5.3.5 MaSMT Agent’s Life cycle  

The MaSMT provides life cycle for each agent to handle its activities.  Figure 5.5 

shows the life cycle of the EnSiMaS agent.    

 

Figure 5.5: The life cycle of the MaSMT Agent  

 

The MaSMT agent is a kind of Java-threaded program that consists of three sections, 

namely active, live, and end. More details are given in the MaSMT development guide. 

 

5.3.6 MaSMT Controller agent 

MaSMT controller agent is the middle-level controller agent of the MaSMT framework, 

capable to control its, clients, as required. Figure 5.6 shows the Architecture of the 

MaSMT controller agent. The MaSMT controller agent also provides all the features 

available in the MaSMT agents.  In addition to that, MaSMT controller should capable 

to provide message passing, network access, notice board access and environment 

handling capabilities. 

 

5.3.7 MaSMT Root Agent 

The root agent is the top-level controller agent (MaSMT Manager), which is capable 

of handling other MaSMT controller agents. The MaSMT root agent is capable of 

communicating with other root agents through the “Net access agent”. 
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Figure 5.6: Architecture of the MaSMT controller agent 

 

 

5.3.8 MaSMT Agents’ Swarm  

MaSMT allows two different levels of swarms, namely agent swarm and controller 

swarm, to build agent communication quickly. The root agent can handle the controller 

agent swarm, and the controller agent can handle MaSMT agent swarm. At present, 

any swarm can handle up to 2000 clients. Figure 5.7 shows the design of the MaSMT 

agent swarm. More details are present under the MaSMT guide. 
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          Figure 5.7: Design of the swarm of Agents 

 

5.3.9 MaSMT Messages 

The MaSMT framework uses messages named MaSMTMessages to provide agent 

communication. These MaSMTMessages have been designed using FIPA-ACL 

message standards. MaSMTMessages can be used to communicate in between 

MaSMT agents as well as other agents that support ‘FIFA-ACL” message standards. 

Table 5.2 gives the structure of the “MaSMTMessage” including data fields and types. 

More information on “MaSMTMessages” is provided under the MaSMT development 

guide (Appendix B). 
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Table 5.2: Structure of the MaSMT Messages

 

 

5.3.10 MaSMT Settings 

The MaSMT framework provides full customisation facilities to run MAS applications 

smoothly. For that, various settings need to change. Table 5.3 gives default values for 

the MaSMT. 

Table 5.3: Default Settings of the MaSMT 

Property Description Default value 

Name Name of the framework MaSMT 

version The present version of the framework 3.0 

Delay Delay for each life circle (ms) 50 

DebugMode 
True or false (if true show report all agent’s 

actions  
false 

Proxy Use to communicate with remote systems 0.0.0.0 

Port Use to communicate with remote systems 8088 

AppPath Path of the main system “” 

Host Machine name localhost 

MaXDelay The maximum delay for wait for messages 100 

MinDelay Minimum delay for each agent’s life circle 10 
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5.3.11 MaSMT Message Parsing 

The MaSMT framework supports “peer-to-peer”, “broadcast”, “noticeboard 

approach” or email-based communication for message parsing. To send messages, it 

is required to follow few steps such as enable message parsing (use 

activeMessageParsing method),  create the message and insert into the system through 

the “addMessage” or call “broadCastToClients” to send messages for all. 

 

Read Messages 

The MaSMT framework provides three methods to read messages, namely, 

getMessage, peekMessage, and “waitForMessage”. The “getmessage” method takes a 

message from its in-queue. The peekMessage method gets the front message from in-

queue without changing its in-queue. The “waitformessage” method is more useful in 

the message parsing that waits until a message is on the “inQueue”. 

 

Message Header 

MaSMT messages can send according to its headers. Table 5.4 shows relevant headers 

that are used to send messages. 

 

Table 5.4: Message directives (headers for messages) 

Message Header Message description 

agents Sends message(s) to the agent(s) who has given group 

and role 

AgentGroup Sends message(s) to an agent(s) who has given group  

AgentRole Sends message(s) to an agent(s) who has given a role 

Local Sends message(s) to it swarm who has given role and 

group 

LocalRole Sends message(s) to it swarm who has given a role 
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RoleOrGroup Sends message(s) to agents with given “role or group.” 

Broadcast Sends message(s) to all members in its swarm  

Root Sends message(s) to Root agent 

Controller Sends message(s) to its Controller 

NoticeBoard Sends a message to the noticeboard 

MailMessage Sends a message as an email message 

 

 

5.3.12 Applications of MaSMT 

Using the MaSMT framework, various kinds of multi-agent systems have already been 

developed, including, Octopus [254], AgriCom [255] and RiceMart [256]. Octopus 

provides a multi-agent-based solution for Sinhala chatting; AgriCom and RiceMart 

provide a communication platform for the agricultural domain. Also, a multi-agent-

based file-sharing application has already been developed for the distributed 

environment [257]. MaSMT is already developed as a Java application. Thus web-

based application development capabilities have been already tested through the web-

based event planning system [258]. 

 

5.4 Summary 

This section briefly described an introduction to multi-agent system technology, 

including existing multi-agent frameworks. This section especially described the 

developed multi-agent development framework MaSMT. The agent model of the 

MaSMT, message parsing methods, and some existing development were also 

discussed in this chapter. The next chapter presents the proposed hybrid approach for 

MT. 
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CHAPTER 6 

A HYBRID APPROACH TO MACHINE TRANSLATION 

6.1 Introduction 

This thesis proposes a psycholinguistic-based hybrid approach. The proposed 

approach was powered through psycholinguistic language translation concepts and 

multi-agent technology. In here, the psycholinguistic language translation method has 

been investigated by considering two-sentence processing models such as “the garden 

path model” [259] and “the constraint satisfaction model” [260]. In addition to that, it 

also considers four factors that are affected by human language parsing namely “the 

structure of the phrase”, “the thematic relationship of the phrase”, “the probability” 

and “the semantics features”. Further, the hypothesis noted in the thesis can be stated 

as “multi-agent system technology can be used to implement English to Sinhala 

Translation.”  Therefore, a multi-agent system technology has been proposed to 

implement the proposed approach.  

 

6.2 A Novel Approach to Machine Translation 

The approach is based on the concept: “How can humans translate a sentence in a 

better way than the machine?” Therefore, psycholinguistic language translation 

techniques have been considered to model this proposed approach for machine 

translation. The proposed translation model has been implemented through the multi-

agent system. Thus, this machine translation approach is stated as a “multi-agent 

approach for machine translation”. The next section presents the theoretical basis for 

the proposed approach. 
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6.3 Theoretical Basis of Language Translation 

There are numbers of theories available for human-based language translation. Among 

others, the garden path model and the constraint satisfaction model are the 

psycholinguistic theories for language parsing. These two models demonstrate the 

concept of how people parse an English sentence together with the meaning.  

The garden path model is one of the psycholinguistic models for language parsing that 

is restricted to a single context. The reader takes some context (meaning) for the first 

noun phrase and selects other phrases according to the previously selected meaning. 

Somehow, new information presented later, the existing context is not relevant for the 

new information. Then the reader should able to find different acceptable solutions for 

the existing context according to new information. For instance, the sentence “the 

horse raced past the barn fell” is a popular example that shows the said behaviour.  

The constraint satisfaction model also states that the reader uses all the available 

information (including syntax, semantics, etc.) at once when engaging in the parsing 

of a sentence. Thus this model processes all the information in parallel.  Note that, the 

proposed machine translation model (approach) has been designed considering the 

above two concepts. The approach uses a combination of the above-said models.  

Also, human sentence parsing is based on phrase structure, probability, thematic roles, 

and semantic features. These four factors have some contribution to the translation. 

However, extract weight for the above four factors for the translation is still unknown. 

Figure 6.1 shows the four factors contributing to language parsing. 

 

 

Figure 6.1: Factors contribute to sentence parsing 
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Phrase Structure 

The structure of the phrase gives a grammatical relation in between each word in a 

phrase. There are different types of phrases available, including noun phrases, verb 

phrases, preposition phrases, etc.  Considering the translation requirements, English 

phrases need to be converted to Sinhala. According to the structure of the two 

languages, these conversions need some rules. Note that, some English verb phrases 

consist of several English words but in Sinhala consist of different number. The 

English phrase ‘will eat’ translates into Knneya (ෙන්වන්ය). Therefore, phrase transfer 

rules have been identified. Also, each phrase consists of a meaning bearing word (the 

headword) and its relationship with other words has been identified. 

 

Probability 

Each English word consists of several Sinhala translations. Thus, an English phrase 

has some Sinhala solutions. The probability can be used to select a suitable translation 

among existing solutions. In here, the probability of each Sinhala translation is 

calculated through Google Search Index (GSI). After creating multiple Sinhala 

phrases, usage of each phrase is calculated through the Google search index. The 

probability of a Sinhala phrase P(x) is calculated through Equation 6.1. 

 

Probability Pro(x) =  
𝑈𝑠𝑎𝑔𝑒 𝑜𝑓 𝑃(𝑥)

∑ 𝑈𝑠𝑎𝑔𝑒 𝑜𝑓 𝑋
                                   (6.1) 

where: 

  X is the usage of the Phrase P 

  Pro(X) is the probability of the Phrase P 

  

Thematic roles 

The thematic roles make the relationship in between each phrase in the sentence. The 

English syntax processing system is capable of taking these thematic relations [20].   
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Semantic feature 

The semantic feature gives a clear meaning about words. However, the present system 

does not store the semantic features of a word. To avoid this limitation, EnSiMaS can 

provide multiple solutions. 

 

6.4 A multi-agent Approach to Machine Translation 

EnSiMaS consists of five language processing tasks, including EMA, ESA, SMG, 

SSG, and English-to-Sinhala phrase generation. Thus, multi-agent-based subsystems 

(swarms) have been developed to handle each required language processing activity. 

 

6.4.1 Multi-agent Approach to English Morphological Analysis 

Morphological analysis is a process to analyse the structure of words that are available 

in the input sentence. In here, English morphological agents are capable of analysing 

English morphology using a “rule-based root fixing method” to identify English 

words. For instance, an agent removes letter s if it is the last letter of the input word 

then searches the availability of the regular noun list. If it is available, then the original 

word is recognised as a plural noun. Same as if the new word is available in the regular 

verb list, then the original word is recognised as a simple present tense verb. Finally, 

the results are stored in the virtual world for further use. 

 

6.4.2 Multi-agent Approach to English Syntax Analysis 

“Syntax analysis” is the process of analysing the structure of the sentence or a part of 

a sentence. An agent-based English syntax analyser has been developed through the 

phrase-based chunking. Considering the existing phrase patterns, the available phrase 

has been recorded. Then the system should be capable of identifying some structure of 

the input sentence. Note that, the hypotheses proposed in the thesis are a human 

translation method to translate an English sentence into Sinhala. We argue that people 
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can identify some accepted meaning of an English sentence without much grammatical 

knowledge of English [261]. This system is capable of identifying existing phrases, 

with left-to-right sentence reading. These agents work as phrase chunking that separate 

and segment a sentence into its sub constituents, such as nouns, verbs, and 

prepositional phrases. Then the active phrase modification agent reads all the phrases 

and identifies valid phrases on the available phrase list. Then the "active phrase 

searching agent" and the "sentence agent" are capable of analysing a syntactic structure 

for the input. Then “thematic agent” is capable of identifying existing thematic rules 

for each phrase in the input sentence. 

 

6.4.3 Multi-agent Approach to English to Sinhala Phrase-based Translation 

The proposed approach is based on how humans translate the given English phrase 

into Sinhala. According to the approach, each English phrase translates into several 

Sinhala phrases considering the said four factors effected to the language parsing. 

According to the sentence structure, suitable Sinhala translated phrases are selected 

considering the thermostatic relations and the probability for each case. The approach 

is powered through rule-based and agent-based machine translation techniques. 

 

6.4.4 Multi-agent Approach to Sinhala Morphological Generation 

Compared with English, Sinhala is a morphologically rich language. Thus, EnSiMaS 

required an accurate Sinhala word generation module to provide grammatically correct 

translations. In general, morphological generation (generates appropriate word form 

for the given base word and the grammar) required related morphological rules to 

generate relevant word forms. Therefore, existing morphological rules are taken from 

the BEES project [180]   
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6.4.5 Multi-agent Approach to Sinhala Syntax Generation 

There are numbers of syntactical differences available in the English and Sinhala 

languages. Therefore, Syntax generation is an essential task for the EnSiMaS, that 

provides a grammatically correct translation. This Sinhala syntax generator uses a set 

of syntax transfer rules to re-order the existing phrase list.  

 

6.5 Why a Multi-agent Approach? 

Compared with existing technologies for machine translation, it is of high demand to 

develop a human-quality MT system for English to Sinhala. The current trend to 

develop machine translation systems is to add one or more intelligent techniques to 

improve the quality of machine translation. However, the human translation process is 

unknown, and that gives the best translation solution so far. Thus, the theoretical basis 

of the approach is used as psycholinguistic parsing techniques that are used in human 

language processing. To model these theories, the multi-agent approach is used.  

The multi-agent approach is one of the modern approaches that are capable of handling 

complexity through the agents’ communication. In addition to the above, multi-agent 

systems are capable of providing intelligence solutions than the existing approaches. 

Also, multi-agent models can quickly be adapted to simulate human behaviours 

because they are an intelligent software development technique.   

With the above ideas, this thesis presents a multi-agent approach to implement human 

translation behaviour through the agents. The implemented system is named as 

EnSiMaS, which is capable of translating English sentences into Sinhala through a 

hybrid approach. This approach originates from psycholinguistic phrasing, which is 

based on humans’ language translation. 
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6.6 Features of EnSiMaS 

EnSiMaS consists of the following key features. 

• EnSiMaS provides phrase-based and agent-based strategies for English to 

Sinhala sentence-based translations. 

• EnSiMaS has been designed with a theoretical basis of psycholinguistic 

language parsing. 

• The lexical resource of EnSiMaS is stored in the lexical databases, and object-

oriented models are also used to store language ontology.  

• EnSiMaS can be used as a standalone application. 

• EnSiMaS has been implemented with Java. Therefore, it is platform-

independent. 

• EnSiMaS comprises of three language translation tools, namely EnSiMaS 

Dictionary, EnSiMaS Phrase-based Editor, and EnSiMaS Translator. 

• EnSiMaS provides multiple translations. 

 

6.7 Input for EnSiMaS 

As mentioned in the above, EnSiMaS comprises of three different language translation 

tools. According to that, it accepts different types of inputs. The EnSiMaS Dictionary 

takes an English word as an input. EnSiMaS Phrase-based Editor takes grammatically 

correct English sentences, and the translator takes any text (number of sentences).   

 

6.8 Output of EnSiMaS 

EnSiMaS provides multiple solutions, considering the probability of usage. Thus, 

EnSiMaS Dictionary provides suitable Sinhala words for the given English word 

according to the usage of the Sinhala term. The EnSiMaS Phrase-based Editor provides 
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grammatically correct Sinhala phrases for intermediate editing. EnSiMaS Translator 

provides multiple Sinhala translations. 

 

6.9 Process of the EnSiMaS 

The proposed hybrid approach has been simulated with the following steps. 

1- Creates a new Ontology 

As the first step of the translation, a new ontology is created with all the available facts.  

  

2 – English Morphological analysis 

It is required to analyse English morphology for each English word. Therefore, it takes 

the morphological analysis and results are stored in the virtual world.  

  

3 – Semantics Mapping  

Takes available Sinhala terms for the existing English words from the bilingual 

dictionary. Results are also stored in the virtual world.  

  

4 - English syntax analysis 

 Identifies the syntax of the input sentence. In here, all the available English phrases 

and the thematic relationship on each phrase have been taken. Also, thematic relations 

for the input sentence are recorded.  

  

5- Creates phrase agents 

 Generates relevant Sinhala phrase agents for the existing English phrases 

  

6 – Phrase Translation 

Multiple Sinhala translations are taken for the existing English phrase using “phrase 

structure” and the “thematic relationship” of each phrase. 

  

7 – Select suitable Sinhala phrases using calculated probability 
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The Sinhala phrase agent calculates the probability values for each phrase and 

identifies the most suitable Sinhala solution. Using “subject-verb”, “object-verb”, and 

“subject-object-verb” agreement, suitable Sinhala phrases are selected according to 

their calculated probability.   

   

8 – Sinhala Syntax Generation  

 

 

6.10 Summary 

This chapter described a proposed hybrid approach for machine translation considering 

“the garden path model”, “the constraint satisfaction model”, and psycholinguistic 

parsing concepts as the theoretical bases of the approach. This chapter also discussed 

the translation process, input, output, and features of the approach. 
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CHAPTER 7 

DESIGN OF THE ENSIMAS 

7.1 Introduction 

The previous chapter proposed a hybrid approach, including the theoretical basis of 

the MT approach, hypothesis of the research, input, output, and process of the 

translator. This chapter reports the design of the EnSiMaS. 

 

7.2 Design of the EnSiMaS 

The proposed hybrid approach has been simulated through the EnSiMaS. Thus 

EnSiMaS capable of translate English text (sentence(s)) into Sinhala. Figure 7.1 shows 

the design diagram of the EnSiMaS.  

 

 

Figure 7.1: Design of the EnSiMaS 
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EnSiMaS has been modelled with 12 modules including GUI, EnSiMaS controller, 

Translation controller, five language processing supporting modules, ontological 

swarm, virtual world, and ontology. The EnSiMaS controller handles all the language 

processing activities on the machine translation. The translation controller handles the 

Sinhala phrase swarm to manage phrase agents. 

 

7.2.1 EnSiMaS GUI 

The EnSiMaS GUI is the user interface of the system that takes English text 

(sentence(s)) and provides translated Sinhala text (Sentence(s)). EnSiMaS GUI is the 

main application container of the system should capable to load and handle all other 

agents including MaSMT controller and translation controller. 

 

7.2.2 Ontology 

To achieve meaningful translation, the translation system requires all levels of 

language information (Morphological to Pragmatics) on both source and target. For 

that, English lexical information, English-Sinhala bilingual information, and Sinhala 

lexical information are models to store inside the ontology. In addition to the above, 

morphological and syntactical rules are also modelled to store inside the ontology. 

Therefore, this ontology consists of English lexical information, English-Sinhala 

bilingual information and Sinhala lexical information. Figure 7.2 shows the design of 

the EnSiMaS Ontology. 
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Figure 7.2: Design of the EnSiMaS Ontology 

 

 

7.2.3 Virtual World  

Agents required information is kept in the virtual world. According to the translation 

requirement, generated morphological, syntactical, semantical and pragmatic 

information are dynamically stored in the virtual world. For that, it should store 

morphological information, syntax information of the input sentence(s), semantic 

information, and Sinhala phrases with their information should also be stored in the 

virtual world. Figure 7.3 shows the design of EnSiMaS virtual world. 
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Figure 7.3: Design of the EnSiMaS Virtual world 

 

7.2.4 English Morphological Swarm 

The English morphological swarm (EMS) takes the input sentence(s) and conducts 

morphological analysis for each word in the input. The morphological analyser is used 

to identify the morphological features of each word. The English morphological 

analysis swarm has been designed as a swarm of morphological agents in the EnSiMaS 

system, capable of providing morphological information for the given English words. 

This swarm comprises of eight morphological processing agents to handle morphology 

of the English. Figure 7.4 shows the agents’ diagram of the English morphological 

swarm. Note that, each agent handles different types of the English part of speech and 

provides relevant morphological details. 
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Figure 7.4: Design of the English morphological swarm 

 

7.2.5 English Syntax Analysing Swarm 

English syntax-analysing swarm has been designed to analyse syntax (structure of the 

sentence) of the input sentence(s). This swarm consists of five MaSMT agents, namely 

a noun phrase search agent, verb phrase search agent, other phrase search agent, syntax 

identification agent, and thematic relation extraction agent. The English syntax swarm 

(a swarm of agents) takes the required information from the ontology, including a list 

of input words (sentence or part of a sentence) and results of the morphological 

analysis. These phrase search agents take relevant information from the ontology and 

identify available phrases by scanning in the available tag set that was provided by the 

morphological swarm. The syntax identification agent should be capable of identifying 

a suitable structure for the given input English sentence through searching the existing 

phrases. If the syntax analysis agent is unable to identify the extract structure of the 

input, it will identify using the relevant phrase agent later in the translation. Somehow, 

the thematic relation extraction agent uses the identified structure of the sentence and 

extracts the thematic relationship.  After this syntax analysis, each English phrase 
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consists of phrase structure and relevant thematic relationship for the input. Figure 7.5 

shows the agents’ diagram of the EnSiMaS syntax-analysing swarm.  

 

 

Figure 7.5: Syntax analyzing swarm: agents for English syntax analysis 

7.2.6 Bilingual Semantics Swarm 

The English-Sinhala semantics swarm has been designed to identify the most suitable 

Sinhala term for an available English word(s). This swarm also uses an English-

Sinhala bilingual dictionary and morphological information on each word to collect 

appropriate Sinhala terms. All these generated and/or extracted information will be 

kept in the virtual world for further use by the agents. Note that if a word is not 

available in the bilingual dictionary, then that word will be recognized as an out-of-

vocabulary word. If these out-of-vocabulary words start with a capital letter, then the 

system will recognise it as a proper noun. Figure 7.6 shows the agents’ diagram of the 

bilingual semantics swarm. 
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Figure 7.6: Design of the Bilingual Semantics swarm 

7.2.7 Sinhala Morphological Swarm 

The Sinhala morphological swarm is used to generate relevant Sinhala words for the 

given root word and the grammar. Note that Sinhala is one of the morphologically rich 

languages that participates in inflectional and derivational morphology. The purpose 

of the Sinhala morphological swarm is to generate appropriate forms of a noun or a 

verb according to the given grammar. Sinhala morphological generation agents take 

required rules (knowledge to generating an appropriate form of a noun or a verb) from 

ontology and generate. In here, there are two agents use to generate Sinhala nouns and 

verbs. Note that other words do not participate word-level conjugation in Sinhala. 

These Sinhala morphological generation agents use suffix-fitting methods (use the 

add-remove rule to generate such a word form). The swarm uses the existing suffix-

fitting rule set for the Sinhala word generation from the BEES system (“BEES is a 

rule-based English to Sinhala machine translation system”) [180]. These rules are also 

stored in the ontology. The Sinhala morphological generation agent reads the relevant 

information from the ontology and generates appropriate word forms. Finally, 

generated results are updated into the virtual world for further use. Figure 7.7 shows 

the Sinhala morphological swarm. 
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Figure 7.7: Design of the Sinhala morphological swarm 

 

7.2.8 Sinhala Syntactical Swarm 

The syntactical swam capable of re-arranging suitable Sinhala sentence structure for 

the existing English sentence structure. The Sinhala syntactical swarm consists of an 

SOV(Subject-Object-Verb) generator agent, a PPOrder (Preposition phrase order) 

convertor agent, and a complex phrase search agent to use the phrase transfer method 

to re-generate the Sinhala structure. Note that the structure of the Sinhala sentence and 

English sentence differs from each other. Therefore, basic transfer rules are available 

in the ontology and the SOV generation agent to take that information and generate it. 

As a summary, this agent swarm should able to re-arrange the order of the existing 

phrases and make the correct structure of the Sinhala sentence.    

 

7.2.9 Ontological Swarm 

All the required lexical resources are available in the ontology. The EnSiMaS agent 

should be capable of accessing this ontology and taking relevant information. Agent-

generated information for the translation (dynamic knowledge) is also stored in the 

virtual world. Thus, it should require building a virtual word dynamically according to 

the translation requirements. The main task of the ontology manager agent is to build 

such information, according to the agent(s) requirements. Thus, this swarm is capable 

of updating or removing relevant information from the knowledgebase or virtual 

world. 
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7.2.10 English Phrase-based Translation Swarm 

 

 

 

Figure 7.8: Design of the phrase-based translation Swarm 

After all Sinhala phrase agents are generated (each English phrase has a Sinhala 

phrase agent), the translation manager informs the Sinhala phrase agents to start the 

communication with relevant agents to find suitable solutions. At that time, the Sinhala 

subject phrase agent and Sinhala verb phrase agent communicate together and select 

suitable Sinhala translated verbs for the existing Sinhala subjects from the existing 

Sinhala translations. For that selection, the availability of each alternative solution has 

been considered (the system should able to calculate the probability of each Sinhala 

subject-verb pair), then a suitable Sinhala verb phrase is selected (the Sinhala 

translation that has maximum probability). With considering the same procedure, the 

“verb phrase agent” and “object phrase agent” communicate together and take the best 

solution according to the selected verb phrase for the previously accepted subject 
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phrase. Note that this phrase selection procedure is based on the concepts behind the 

psycholinguistic parsing. After subject-verb-object phrase selection, other phrase 

agents’ communicate with relevant head phrase agents and take relevant Sinhala 

phrases from their alternative Sinhala solutions. 

 

7.3 Summary 

This chapter described the design of the EnSiMaS system, which contains 12 modules, 

namely the GUI, EnSiMaS manager, translation manager, five language processing 

supporting modules, the ontology manager virtual world and ontology. The next 

chapter reports the implementation details of the EnSiMaS. 
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CHAPTER 8 

IMPLEMENTATION OF ENSIMAS 

8.1 Introduction 

The previous chapter reported the design details of the EnSiMaS. The EnSiMaS 

system consists of 12 modules including GUI, EnSiMaS Manager, Translation 

manager, five language processing supporting modules, the ontology manager, virtual 

world and ontology.  This chapter gives a brief description of how each module and 

the tools have been implemented. 

 

8.2 EnSiMaS Ontology 

The EnSiMaS ontology consists of all the required morphological, syntactical and 

semantic information on both languages. English Language resources and 

morphological rules are also stored in the English dictionary. The English dictionary 

consists of eight tables to store pronouns, regular nouns, regular verbs, regular 

adjectives, irregular verbs, irregular verb and other words are also stored in a separate 

table. Table 8.1 shows the summary of the English dictionary with records available 

on each table. 

 

Table 8.1: Statistics of the EnSiMaS Knowledgebase 

English Part of speech category Number of Records 

Regular Noun 12320 

Irregular Noun 9860 

Pronoun 53 

Regular Verb 2258 

irregular Verb 8459 

Regular Adjective 7722 
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Other words (Adverb, irregular 

adjectives, conjunctions and articles) 

1121 

English-Sinhala Bilingual Dictionary 87386 

English Morphological rules 19 

English Morphological rules 165 

Phrase rules 78 

 

Note that, sample data set for each table, the structure of each table and sample SQL 

code is listed below.   

 

8.2.1 English Pronoun Table 

The pronoun table consists of English pronouns and the morphological details of 

each pronoun. Figure 8.1 shows the structure and selected sample data available on 

the pronoun table. 

 

 

Figure 8.1: Structure and sample data on the pronoun table 
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8.2.2 English Regular Noun table 

The English Regular noun table consists of regular English nouns and the 

morphological details of each regular noun. Figure 8.2 shows the structure and 

selected sample data available on the regular noun table. 

 

Figure 8.2: Structure and sample data on the regular noun table 

 

8.2.3 English Regular Verb Table 

This table consists of the English regular verbs and the morphological details of the 

regular verb. Figure 8.3 shows the selected sample data and the structure of the regular 

verb table. 

 

 

Figure 8.3: Structure and sample data on the regular verb 
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8.2.4 English Irregular noun table 

The English irregular noun table consists of irregular English nouns and the 

morphological details of the regular noun. Figure 8.4 shows the selected sample data 

and structure of the irregular noun table 

 

Figure 8.4: Structure and sample data on the irregular noun 

 

8.2.5 English Irregular verb table  

This table consists of irregular English verbs and the morphological details of the 

irregular verb. Figure 8.5 shows the selected sample data and structure of the irregular 

verb table. 

 

 

Figure 8.5: Structure and sample data on the irregular Verb table 
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8.2.6 English Regular Adjective Table 

 
The English regular adjective table consists of regular English adjectives and the 

morphological details of the regular adjectives. Figure 8.6 shows the selected sample 

data and the structure of the regular adjective table 

 

 

Figure 8.6: Structure and sample data on the regular adjective table 

8.2.7 Other word table 

Other words table consists of the adverbs, conjunctions, other parts of speech and the 

morphological details of each word. Figure 8.7 shows the selected sample data and the 

structure of the other word table. 

 

 

Figure 8.7: Structure and sample data on the other word table 
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8.2.8 English-Sinhala Bilingual Dictionary 

This dictionary consists of English and Sinhala words with the Google search index 

and Human Usage Index. Google Search Index value take through the Google search 

result, and human-usage value take form EnSiMaS Dictionary. Figure 8.8 shows the 

structure of the bilingual dictionary and a few sample records.  

  

 

 

Figure 8.8: Structure and sample data on the bilingual dictionary 

 

8.2.9 Morphological rules for English words 

The English morphological analysis system uses the suffix-remove method to 

identify the headword (Root word). Thus, all the required add-remove rules are defined 

in the morphological rules table. Figure 8.9 shows the rules, which are defined to 

identify English morphology. 
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Figure 8.9: Sample data for English morphological rules 

8.2.10 Syntax Rule for English phrases 

The English syntax analyzing system (Phrase-based chanker) requires knowledge of 

English phrases. Therefore, syntax rules are defined with considering the existing 

phrase structure (noun phrase, verb phrase, etc.) for English. Figure 8.10 shows some 

existing rules with their information.  
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Figure 8.10: Selected rules to detect English phrases (Phrase rules) 

 

8.3 EnSiMaS Virtual World 

“Virtual World” is represented as the current environment of the multi-agent system. 

The EnSiMaS system dynamically generates the required knowledge through the 

existing ontology and input sentence(s). This section briefly explains the language 

model, which was used to create the virtual world. For the translation purpose, the 

following language model was used. 

1. English Word: This model consists of information on given input words, 

including the word and its morphology. 

2. English Morphology: This model stores morphological information. After the 

English morphological analysis, the English morphology is identified for each 

English word. 

3. English Phrase: After the syntax analysis, English phrases are identified for 

the existing English sentence(s). These phrases’ information is stored in an 

English phrase. 
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4. Sinhala Phrase: Generated Sinhala phrases are stored in a Sinhala phrase 

object. 

5. Word Lexicon: According to the English-Sinhala bilingual results, English 

words have zero or more Sinhala terms. The Word Lexicon model is used to 

store that information.   

6. EnSiMaS Phrase: An English phrase can be translated into a number of 

Sinhala phrases. All this information is stored in an EnSiMaS phrase. 

7. EnSiMaS Phrase list: Translation results are stored in a list of EnSiMaS 

phrases. Note that the EnSiMaS phrase list consists of target language 

sentences. 

The design of each language model has been described below. 

 

8.3.1 The English Word and Word List 

The model “EnglishWord” is the primary class of the EnSiMaS system.  Figure 8.11 

shows the class diagram of the “EnglishWord”, which is used to store English word 

information. The English word object consists of a translation task ID, word ID 

(position of the sentence), word and its morphology. Note that the field morphology 

has been added after the morphological analysis. 

 

 

Figure 8.11: Class diagrams of the English word and English wordlist 
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The English Word Morphology 

English morphological information has been updated by the English morphological 

analyzing system. Figure 8.12 shows a class diagram of the English word morphology. 

This class consists of the word ID and the existing English word. In addition to that, it 

takes the original base word of the existing word. For instance, the word “playing” has 

the base word “play”. 

 

 

Figure 8.12: Class diagrams of the English word morphology and morphology list 

8.3.2The English Phrase and Phrase List 

The English phrase consists of one or more English word. The English phrase class is 

used to store phrase information on the EnSiMaS system. Figure 8.13 shows the 

English phrase class. The English phrase object consists of relevant information on the 

English phrase, including the starting point, endpoint, syntax rules, etc.  
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Figure 8.13: Class diagrams of the English phrase and English phrase list 

 

8.3.3 The Sinhala Phrase and Sinhala phrase list 

The translated Sinhala phrase is stored in a Sinhala phrase object. Figure 8.14 shows 

the class diagram of the Sinhala Phrase. The Sinhala phrase consists of the phrase type, 

probability, original Sinhala headword, morphologically generated Sinhala headword, 

and morphological information for each word. The pre-modifier and post-modifier for 

the English phrase are also recorded. 
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Figure 8.14: Class diagrams of the Sinhala Phrase and Sinhala phrase list 

 

8.3.4 The Sinhala word Lexicon 

The English-Sinhala bilingual dictionary consists of relevant Sinhala terms for existing 

English words or phrases. In addition to the Sinhala term, it also consists of Google 

search usage, human selection index, and morphology for the existing English word. 

All this information is stored in a lexicon object. Figure 8.15 shows the class diagram 

of the Sinhala word lexicon and Sinhala word lexicon list. 
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Figure 8.15: Class diagrams of the Sinhala word lexicon and Sinhala word lexicon 

list of the EnSiMaS 

 

8.3.5 The EnSiMaS Phrase  

According to the approach discussed in this thesis. the English phrase is translated into 

a number of Sinhala phrases. It should be required to store all the above information 

in the virtual world. EnSiMaS phrase has been designed to store all phrases 

information available in the translation (generated dynamic information stored in the 

virtual world). Figure 8.16 shows the structure of the EnSiMaS phrase. Note that the 

EnSiMaS phrase consists of the Sinhala phrase list, the English phrase, and other 

relevant information such as the best phrase, top phrase, and the existing number of 

phrase and thematic rules for the existing English phrase. 

 

The Sinhala phrase list: Consists of some translated Sinhala phrases for the given 

English phrase. 

Best Phrase: After the Sinhala phrase agents’ communication, (subject-verb or object-

verb) the Sinhala phrase, with the maximum probability, is moving to the best phrase 

(if the phrase is a verb phrase, the probability take with considering the Sinhala subject 

phrase and verb phrase). 
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Top Phrase: Considering the existing Sinhala translations (The Sinhala phrase on the 

EnSiMaS phrase list), the phrase with the maximum probability set as the top phrase. 

(that takes only considering the phrases on the Sinhala phrase list) 

  

 

Figure 8.16: Class diagram of the EnSiMaS phrase 

8.3.6 The EnSiMaS Phrase List 

The Sinhala sentence can be considered as one or more Sinhala phrases which are 

listed some syntactical order. The EnSiMaS phrase list consists of one or more 

EnSiMaS phrases that represent a sentence. Figure 8.17 shows the structure of the 

EnSiMaS phrase list.  
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Figure 8.17: Class diagram of the EnSiMaS phrase list 

8.3.7 The EnSiMaS Sentence info 

After generating correspondent Sinhala translations for the given English sentence, 

Sinhala sentence information is stored into EnSiMaS sentence info object. This class 

object also consists of thematic information for the translated Sinhala sentence. The 

information available on the EnSiMaS sentence info is used to identify pragmatic 

analysis or further required.  

Up to this point, Ontology model has been discussed. The rest of the section briefly 

explains the implementation of the six-language processing model for language 

translation. Also, the implementation of the EnSiMaS will be discussed below. 

 

8.4 EnSiMaS Agents 

This section briefly describes implementation details of the EnSiMaS system that 

consists of seven language processing systems, Sinhala phrase agents and two 

controlling agents, namely EnSiMaS Manager and Translation Manager.  

 

8.4.1 EnSiMaS Manager Agent 

EnSiMaS manager agent (MaSMT controller) is the key control agent of the system 

that control all the other agents, including the translation manager and language 
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processing agents. The manager (Agent controller of the MaSMT) agent can directly 

control several MaSMT agents. Thus, the EnSiMaS manager consists of seven 

language processing swarms for language processing, and the translation manager is 

used for handling the translation process. This EnSiMaS manager reads the input 

sentence and provides translated outputs to the GUI. 

 

8.4.2 English Morphological System 

The English morphological swarm has been implemented using MaSMT agents. Table 

8.2 shows the implantation details of each agent in the morphological swarm. 

 

Table 8.2: Agents of the English morphological swarm 

No Agent Name Agent ID Task 

1 EnglishIrrNounMopAgent analysis.101@ema Identify irregular noun 

2 EnglishRegVerbMopAgent analysis.102@ema Identify regular verb 

3 EnglishRegNounMopAgent analysis.103@ema Identify regular verb 

4 EnglishProNounMopAgent analysis.104@ema Identify Pronoun 

5 EnglishIrrWordMopAgent analysis.105@ema Identify irregular Other 

words+ Auxiliary verbs 

6 EnglishIrrVerbMopAgent analysis.106@ema Identify irregular Verb 

7 EnglishIrrAdjMopAgent analysis.107@ema Identify irregular 

adjective 

8 EnglishRegAdjMopAgent analysis.108@ema Identify regular 

adjective 

 

These morphological agents use the suffix-removing/root-fixing method to identify 

existing English morphology. According to the root-fixing approach, add-remove rules 

are available for the English word. Each agent takes its rules and relevant 

morphological information from the knowledge base and waits for messages to do the 

analysis process. The EnSiMaS manager sends the message “analyze-eng-morp” with 

the input sentence, then the agent reads the input and analyses the morphology. The 
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result has been written in the virtual world for further use. Table 8.3 shows the 

morphological tag set which is used to identify words. Then, the agent informs the 

completed task activity for the EnSiMaS Manager. According to the diagram (Figure 

8.18), the English regular noun agent should be capable of identifying English regular 

nouns from the existing English source. The English regular verb can identify by the 

regular verb agent. Similarly, all the above-related part of speech tags are identified. 

After completing the task, the agent informs it into its manager and waiting for the 

next task. In general, the morphological agent takes relevant morphological rules from 

the ontology and waits for messages. If a message is available, then do the action 

according to that. Figure 8.18 shows the activity diagram for the morphological agent.  

 

Figure 8.18: Activity diagram of the morphological agent 

Figure 8.19 shows the agent communication diagram of the morphological swarm. 

According to the communication diagram, EnSiMaS manager broadcast messages to 

its client agent (Morphological processing agents only) then each agent take the 

message and work according to that. If Morphological analyzing process complete, 

then send a reply message to EnSiMaS manager. 
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Figure 8.19: Communication diagram of the EMS 

 

Table 8.3: Morphological TAGs 

No TAG Description 

1 VBP Infinitive 

2 VBZ Simple Present 

3 VBD Past 

4 VBN Past Participle 

5 VBG Present Participle 

6 NWS Singular Noun  

7 NWP Plural 

8 NPS Singular Possessive 

9 NPP Plural Possessive 

10 PNS Subject Pronouns 

11 PNO Object Pronouns 

12 PNA Possessive Pronouns 

13 PNR Reflexive Pronouns 

14 JJX Adjective 

15 JJC Adjective (Comparative) 

16 JJS Adjective(Superlative) 
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17 CON Conjunction 

18 PRP Preposition 

19 DET Articles 

20 RBX Adverb 

 

 

8.4.3 English Syntax Swarm 

The English syntax swarm is used to identify the syntax structure of the given sentence. 

For that, the English syntax swarm uses the result of the morphological analysis with 

an input sentence. According to the design of the EnSiMaS, each agent has been 

designed as a MaSMT agent. Table 8.4 shows the implantation details of each agent 

in the English syntactical swarm. 

Table 8.4: Agents’ details  of the English syntax swarm 

No Agent Name Agent ID Task 

1 EnglishNounPhraseSearchA

gent 
analysis.201@esa Investigate the possible Noun 

phrases  

2 EnglishVerbPhraseSearchAg

ent 
analysis.202@esa Investigate the possible Verb 

phrases 

3 EnglishOtherPhraseSearchA

gent 
analysis.203@esa Investigate the possible Other 

phrases 

4 SyntaxIdentificationAgent analysis.204@ema If possible identify suitable 

syntax form the existing 

phrases 

5 ThemoticRelationExtraction

Agent 
analysis.205@ema Considers the syntax and 

identify thematic relation in 

between each phrase 

 

 

Note that all the required rules are available in the knowledge base to search 

available phrases. Thus, search agents (noun phrase, verb phrase, and other phrases) 

take relevant information from the ontology and search through the existing 
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morphologies. After phrase investigation, the syntax identification agent searches 

through the available phrases and makes correct syntax structure for the given 

sentence. After syntax identification, the thematic relation extraction agent searches 

the relation in between the subject-verb and object-verb. Finally, the thematic relation 

extraction agent sends the notification message to the EnSiMaS Manager to inform 

that the task is complete. Figure 8.20 shows the general activity diagram for the phrase 

search agents and Figure 8.21 shows the communication diagram of each agent. 
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Figure 8.20: Activity diagram of the English Syntax Swarm 
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Figure 8.21: Communication diagram of the syntactical swarm 

  

8.4.4 Bilingual Semantic Swarm 

Relevant Sinhala terms have been identified through the Bilingual Semantics Swarm 

(BSS). This BSS comprises of four agents, namely the bilingual agent, transliteration 

agent, probability calculation agent, and the semantics update agent. Table 8.5 shows 

the implementation details of the Bilingual semantics swarm. After the morphological 

analysis, the EnSiMaS manager sends a message to the bilingual agent to “update-

Sinhala-ontology”, then the agent takes the morphology list from the virtual world and 

available Sinhala terms for each English word. If the Sinhala term is not available, it 

sends a message to the transliteration agent to transliterate the English term. After 

collecting all the Sinhala terms, the bilingual agent sends a message to the probability 

calculation agent to calculate the available probability for each word. Then all the 

generated information is updated into the virtual world through the semantics update 

agent. The agent communication diagram of the Sinhala semantic swarm is given in 

Figure 8.22.  
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Table 8.5: Agents’ details  of the Bilingual Semantic swarm 

No Agent Name Agent ID Task 

1 BilingualAgent analysis.301@bss Search available Sinhala 

term from the bilingual 

dictionary 

2 TransliterationAgent analysis.302@bss If Sinhala term is not 

available in the bilingual 

dictionary, then 

transliterate it 

3 probabilityCalculationAgent analysis.303@bss Calculate the probability 

for a particular Sinhala 

term compare with 

another term on the same 

English word 

4 semantics update agent analysis.304@bss All the ontology update 

process handle by this 

agent 

   

 

 

Figure 8.22: Communication diagram of the Bilingual semantics swarm 
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8.4.5 Sinhala Morphological Generation Swarm 

The Sinhala Morphological Generation swarm is used to generate Sinhala Nouns and 

Verbs according to the given based form and grammar. According to the design of the 

EnSiMaS, each agent has been designed as a MaSMT agent. Table 8.6 shows the 

implantation details of each agent in the Sinhala Morphological generation swarm. 

 

Table 8.6: Agents’ details  of the Sinhala morphological swarm 

No Agent Name Agent ID Task 

1 SinhalaNounGenerationAgent generate.501@smg Generate Sinhala Noun 

for the given grammar 

2 SinhalaVerbGenerationAgent generate.502@ 

smg 

Generate Sinhala Verb 

for the given grammar 

3 SinhalaOtherGenerationAgent generate.503@ 

smg 

Generate Sinhala 

another word for the 

given grammar 

 

Sinhala word generation has been done through the 3 agents namely Sinhala Noun 

Generation Agent, Sinhala Verb Generation Agent and Sinhala Other Generation 

Agent.  

Sinhala Noun Generation Agent: This agent takes noun generation rules from the 

knowledge base and waiting ready for the word generation. These rules are taken from 

the BEES project. Figure 8.23 shows the activity diagram of the Sinhala Noun 

Generation agent. 

Sinhala Verb Generation Agent: This agent takes verb generation rules from the 

knowledge base and waiting for the verb generation. These rules are taken from the 

BEES project. 

Sinhala Other Generation Agent: In general, other words do not participate in the word 

conjugation. This agent provides relevant Sinhala translation for other words.  
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Figure 8.23: Activities of the Sinhala Noun Generation agent 
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8.4.6 Sinhala Syntactical Swarm 

According to the EnSiMAS design, the Sinhala Syntactical Swarm (SSS) should 

capable of regenerating suitable Sinhala sentence structure for the existing English 

sentence structure.  The Sinhala syntactical swarm consists of SOVgenerator agent, 

PPOrderconvertor agent, and Complex Phrase search agent.  Table 8.7 shows the agent 

details of the EnSiMaS Sinhala syntactical swarm. 

SOVgeneratoragent: The SOV generator agent is capable of generating suitable 

grammatically correct Sinhala sentences according to the existing English grammar. 

This agent takes syntax information from the virtual world.  

 PPOrderconvertor agent: According to the Sinhala grammar, preposition order takes 

different order than the English preposition order. This correction has been done 

through the PPOrder converter agent.  

Complex Phrase search agent: Some phrase in the compound form (one or more 

phrases) such phrases can detect through the complex Phrase Search agent. 

 

Table 8.7: Sinhala Syntax Generation Swarm 

No Agent Name Agent ID Task 

1 SOVgeneratoragent generate.601@ssg Generate the SOV order 

2 PPOrderconvertor 
agent 

generate.602@ ssg Generate the preposition 

phrase word order 

3  ComplexPhrase 
searchagent 

generate.603@ ssg Generate the Complete 

phrases 

 

 

8.4.7 Translation Controller Agent 

The phrase translation point of view, the translation controller (manager) is the key 

manager that handles the translation process of the EnSiMaS system. After creating all 

the required information (after morphological, syntactic, and semantic analysis), the 

EnSiMaS manager sends a message to the translation manager to start the translation 
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process. Then the translation manager takes the phrase information from the virtual 

world and creates Sinhala phrase agents for each English phrase. Note that, according 

to the type of the English phrase, agents can be categorized into noun phrase agents, 

verb phrase agents, preposition phrase agents, and other phrase agents. The translation 

manager should be capable of fully controlling all these agents.  

 

8.4.8 Translation Swarm 

The translation swarm is the core swarm of the EnsiMaS system, handles the last and 

most important stage in the transaction process. Before starting this process,  it should 

be required to complete all the natural language analysis process. Initially, the 

translation manager takes phrase information from the virtual world and creates the 

Sinhala phrase agent for each English phrase. These phrase agents are dynamically 

created according to the English phrase of the input sentence. At the first stage, these 

Sinhala phrase agents communicate with the virtual world, collect all the required 

information (English phrase, semantics information etc., which are available on the 

virtual world), then generate suitable Sinhala phrase(s). For that, it uses the existing 

English phrase structure and the relevant Sinhala phrase structure for the phrase 

generation. The phrase structure information can be taken from the virtual world. For 

the word selection (Sinhala term selection), it uses calculated probability for each word 

and re-calculates the probability for the generated Sinhala phrase. After the phrase 

generation top solution (Sinhala phrase that takes the maximum probability), and set 

of alternative solutions (other Sinhala phrases) are recorded. Then these Sinhala phrase 

agents communicate with each other agents, (Subject-Verb and Object Verb) phrases 

and take the selected solution. Figure 8.24 shows the Sinhala phrase agent 

communication for best phrase pair selection for the subject-verb and object-verb.   

 

Note that this process demonstrates how people search the subject, object, and action 

verb for the particular sentence and allocate suitable terms according to its context. In 

here, the suitable context allocation process starts with subject-verb communication.  
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The subject agent (The agent with a Sinhala subject phrase) communicates with the 

verb phrase agent (The agent with a Sinhala action verb phrase) and agree in both 

contexts. After this communication, a suitable Sinhala phrase pair is selected. With 

communication on verb phrase agent object phrase agent, makes the accepted 

arrangement for verb and object. Through this communication process, arrangements 

were not satisfactory (Agents do not agree for the phrase pairs), then the agent should 

be able to re-arrange their phrases according to the new situation.  

  

    

Figure 8.24: Agent communication diagram of the translation swarm 

8.4.9 Ontological Swarm 

The Ontological swarm has been designed to handle all the information available in 

the knowledge base and the virtual world. With the support of the ontology managing 

warm, other agents can access a knowledge base or virtual world easily. This 

Ontological swarm consists of two types of agents, namely “ontologyAcess” agent and 

“VirtualWorldAccess” agent. Using Ontology access agent can be used to access 

relevant information that is available in the knowledge base. The  VirtualWorldAccess 

agent can be used to access the virtual world. Table 8.8 shows the agent details of the 

ontological swam.   
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Table 8.8: Ontological Swarm 

No Agent Name Agent ID Task 

1 OntologyAccessagent access.701@osm Communicate with 

Ontology 

2 VirtualWorldAccessAgent  access.702@ osm Communicate with Virtual 

World 

 

 

8.5 Summary 

 This chapter presented the implantation details of the EnSiMaS. The system has been 

implemented with two MaSMT controllers and six language processing swarms. 

Implementation details of each agent have been discussed in this chapter. The next 

chapter describes how the system has been tested with more details on how the system 

has been evaluated. 
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CHAPTER 9 

EVALUATION 

9.1 Introduction 

In the eighth chapter, it was described the implementation details of the EnSiMaS. This 

chapter presents details of how the EnSiMaS system has been evaluated. For the testing 

purpose, three applications were developed; namely, EnSiMaS dictionary, EnSiMaS 

phrase-based sentence editor, and the classical translator. Then the last section of the 

chapter reports existing MT evaluation methods, the EnSiMaS evaluation process, and 

the result of the EnSiMaS evaluation. 

  

 

9.2 English to Sinhala Multi-agent System (EnSiMaS) 

This thesis proposed a psycholinguistic approach for machine translation. Hence, the 

EnSiMaS was implemented as a multi-agent system through the MaSMT framework 

to simulate the behaviour of human translation. Figure 9.1 shows the top-level GUI of 

the EnSiMaS system. This GUI gives a way to open the EnSiMaS dictionary, phrase-

based editor, or classical translator. More details of the EnSiMaS system tools have 

been shown under the EnSiMaS user manual (Appendix B). 

 

 

Figure 9.1: Top-level application selection GUI of the EnSiMaS 

 

Using this GUI, users can select any option as they wish. The next few sections briefly 

describe each component of the EnSiMaS and how they are implemented. 
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9.3 EnSiMaS Dictionary  

To provide an accurate translation, correct lexical resource availability is essential. For 

that, with the support of various software tools, a sufficient knowledge base has been 

created. Note that the EnSiMaS bilingual dictionary consists of more than 87000 

dictionary words. This dictionary can be used as a stranded dictionary like the Madhura 

dictionary [262], EnSiTip  [173] or Bhasha Dictionary [263]. However, some 

functionalities have been added, including word correction, grammar editing, and new 

word insertion. Also, it supports providing a human usage index for each Sinhala term. 

For instance, an English word has several Sinhala terms; then the system allows the 

user to select a more suitable Sinhala term from the existing Sinhala terms. The 

dictionary uses two different types of usage index for each Sinhala term, such as the 

Google Search index (GSI) and the human usage index (HUI).  Through both index 

values, the system is capable of identifying the best Sinhala translation for the given 

English term. Further, both GSI and HUI values are used by the EnSiMaS translator 

to select a more suitable word from the existing Sinhala terms.  Figure 9.2 shows the 

user interface of the EnSiMaS dictionary with the result of the English term “book”. 

 

 

Figure 9.2: GUI of the EnSiMaS dictionary 
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Note that, this dictionary provides an interface to edit dictionary words (bilingual) and 

their attributes for better accuracy. The GUI of the EnSiMaS word editor is shown in 

Figure 9.3.   

 

 

Figure 9.3: A dictionary-based bilingual word editor 

 

9.4 EnSiMaS Translator 

 

1- the-- DET 

2- good-- RBX JJX JJX NWS 

3- boy-- NWS 

4- is-- XBF XIS VBP 
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5- reading-- NWS VBG 

6- a-- DET 

7- new-- RBX JJX 

8- book-- VBP NWS 

9- at-- PRP 

10- the-- DET 

11- school-- VBP NWS 

 

After morphological analysis, the SSP (Sinhala semantics processing system) 

provides available Sinhala words for each English word. For that, SSP uses the existing 

knowledge base (English-Sinhala bilingual dictionary). If an English word is out-of-

the-vocabulary (not in the knowledge base), then transliterate the English word. If this 

fails, use the same English word. The following information shows the results of 

semantics processing. 

book(8-VBP) ෙලින් වවන් ෙරනවා-veb වවන් ෙරනවා-veb  

school(11-VBP) දියුණු ෙරනවා-veb හික්මවනවා-veb  

book(8-NWS) වපාත-nun ෙෘතිය-nun පුසේතෙ-nun ග්‍රන්ථය-nun ප්‍රෙරණය-nun  

the(1-DET) -det  

good(2-RBX) සාදු-adv  

new(7-RBX) අලුත-adv  ඟදී-adv  

at(9-PRP) දී-prp  

the(10-DET) -det  

good(2-JJX) වහාෙ-adj දක්ෂ-adj වසාඳුරු-adj ෙලයාණ-adj යහපත්-adj හිතවත්-adj ඉටු-adj 

තරමෙ-adj සුභ-adj ඉෂේට-adj  

new(7-JJX) අලුත්-adj නව-adj වවනසේ-adj අමුතු-adj නවීන-adj නුපුරුදු-adj අභිනව-adj දහර-adj 

වෙෝඩු-adj  

good(2-NWS) යහපත-nun ප්‍රවයෝජනය-nun  

boy(3-NWS) පිරිමි ලමයා-nun වොල්ලා-nun  මයා-nun කුමාරයා-nun වොලුවා-nun බාලයා-nun 

ෙැටයා-nun වැඩ ෙරුවා-nun මානවෙයා-nun ආවවත්ව ොරයා-nun  

reading(5-NWS) කියවීම-nun අේථය-nun දැක්වවන වේ-nun පාඨය-nun පාඨනය-nun වාේපරිචය-

nun  

school(11-NWS) විදයාසේථානය-nun පාසැල-nun විදයාලය-nun පාඨශාලාව-nun විශේවවිදයාලයවේ 

විදයාිංශය-nun ශික්ෂාලය-nun  

is(4-VBP) ය-veb  

read(5-VBG) කියවනවා-veb හදාරනවා-veb දක්වනවා-veb ඉවෙනෙන්නවා-veb 

 

Then, the syntax analyser (worked as a part of the phrase-based Chanker) enters the 

process of the translation and identifies each English phrase. The following 

information shows the results of the syntax analysis. 
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Sinhala phrase and their 

Probability 

1: NP-(1, 3-DET,JJX,NWS) NOS, NWS 

2: VP-(4, 5-XBF,VBG) ACT-PRC, VBG 

3: NP-(6, 8-DET,JJX,NWS) NOS, NWS 

4: PP-(9, 11-PRP,DET,NWS) NOS, NWS 

 

 

1: NP-(1, 3-DET,JJX,NWS) NOS, NWS   

වහාෙ  මයා ,  වහාෙ වොල්ලා ,  වහාෙ කුමාරයා ,  සුභ වොලුවා ,  වහාෙ වැඩ ෙරුවා ,  වහාෙ බාලයා ,  

වහාෙ ෙැටයා ,  වහාෙ පිරිමි ලමයා ,  යහපත් මානවෙයා ,  වහාෙ ආවවත්ව ොරයා ,  

0.5302 :   වහාෙ  මයා  
0.3938 :   වහාෙ වොල්ලා  
0.0311 :   වහාෙ කුමාරයා  
0.0117 :   සුභ වොලුවා  
0.0098 :   වහාෙ වැඩ ෙරුවා  
0.0095 :   වහාෙ බාලයා  
0.0061 :   වහාෙ ෙැටයා  
0.0058 :   වහාෙ පිරිමි ලමයා  
0.0017 :   යහපත් මානවෙයා  
0.0004 :   වහාෙ ආවවත්ව ොරයා 

 

 

2: VP-(4, 5-XBF,VBG) ACT-PRC, VBG   

දක්වමින් සටියි ,  කියවමින් සටියි ,  හදාරමින් සටියි ,  ඉවෙනෙමින් සටියි ,  
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0.858 :    දක්වමින් සටියි  
0.0797 :  කියවමින් සටියි  
0.0623 : හදාරමින් සටියි  
0 :     ඉවෙනෙමින් සටියි 

 

4: PP-(9, 11-PRP,DET,NWS) NOS, NWS   

විදයාලවේ දී,  පාසැවල් දී,  පාඨශාලාවේ දී,  විදයාසේථානවේ දී,  විශේවවිදයාලයවේ විදයාිංශවේ දී,  ශික්ෂාලවේදී,  

0.8662 :    විදයාලවේදී 

0.1281 :    පාසැවල්  දී 

0.0043 :    පාඨශාලාවේ දී 

0.0014 :    විදයාසේථානවේ  දී 

0 :     විශේවවිදයාලයවේ විදයාිංශවේ දී 

0 :     ශික්ෂා වේදී 
 

 

3: NP-(6, 8-DET,JJX,NWS) NOS, NWS   

අලුත් වපාතත් ,  නව ෙෘතියක් ,  වවනසේ ග්‍රන්ථයක් ,  වවනසේ පුසේතෙයක් ,  

වවනසේ ප්‍රෙරණයක් , 

0.7167: අලුත් වපාතක්     

0.1457: නව ෙෘතියක්    

0.0966: වවනසේ ග්‍රන්ථයක්        
0.0371: වවනසේ පුසේතෙයක්       
0.0037: වවනසේ ප්‍රෙරණයක්     

 

Considering the Google Search index as a key for calculating the probability and the 

available context of the generated Sinhala phrase(s), the best Sinhala phrases are 

identified with the communicating relevant agents in the swarm as required. In here, it 

takes the phrase pair with the maximum probability of usage. The following list shows 

the sample probability values for the subject-verb relationship.   
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Probability of the subject-

verb combination 

# මයා කියවනවා   0.579 

# මයා දක්වනවා   0.331 

# මයා ඉවෙනෙන්නවා  0.047 

# මයා හදාරනවා   0.044 

 

#වොල්ලා කියවනවා  0.727 

#වොල්ලා දක්වනවා  0.175 

#වොල්ලා ඉවෙනෙන්නවා  0.07 

#වොල්ලා හදාරනවා  0.029 

 

#කුමාරයා කියවනවා  0.489 

#කුමාරයා දක්වනවා  0.407 

#කුමාරයා ඉවෙනෙන්නවා  0.067 

#කුමාරයා හදාරනවා  0.038 

 

#වොලුවා කියවනවා  0.683 

#වොලුවා දක්වනවා  0.168 

#වොලුවා ඉවෙනෙන්නවා  0.115 

#වොලුවා හදාරනවා  0.034 

 

#පිරිමි ලමයා කියවනවා  0.694 

#පිරි ලමයා දක්වනවා  0.268 

#පිරිමි ලමයා ඉවෙනෙන්නවා 0.031 

#පිරිමි ලමයා හදාරනවා  0.006 

 

Then the syntax generation swarm takes the information from the virtual world and 

re-generates the Sinhala sentence by changing the phrase order of the existing phrase 

list. For multiple solutions, it takes different subjects (Sinhala phrases) and 

communicates with others with this subject phrase. 

Once the system translates the sentence, then thematic information in the sentence 

is recorded in the virtual world. This information should support extracting pragmatic 

information from the input text and helping to do a better translation. Figure 9.4 shows 

the GUI of the EnSiMaS translator. 
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Figure 9.4: GUI of the EnSiMaS Translator 

9.5 EnSiMaS Phrase-based Editor  

The EnSiMaS phrase-based editor was developed as an intermediate editing tool for 

language translators (humans) to translate English sentences into Sinhala easily. This 

editor provides phrase-level editing facilities, including pre- and post-content editing. 

The main purpose of the EnSiMaS Editor is to capture human knowledge to improve 

the accuracy of the EnSiMaS. The EnSiMaS editor reads an English sentence and 
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provides the best Sinhala translation it can provide. Then the editor provides facilitates 

to changing the appropriate Sinhala phrase from existing phrases. Figure 9.5 shows the 

GUI of the EnSiMaS phrase-based editor. 

 

 

Figure 9.5: GUI of the EnSiMaS phrase-based editor 

 

9.6 Evaluation Strategy of the EnSiMaS 

As stated, the hypothesis in this research is that “Multi-agent technology can be used 

to design a machine translation system capable of processing morphology, syntax and 

semantics interactively, like humans, rather than sequentially, as current machine 

translation systems”. In the evaluation of substantiating the above hypothesis, we have 

used various statistical techniques with their own hypotheses to assess the significance 

of the conclusion about the hypothesis in the thesis.  

 

Machine translation systems should be capable of translating one language text 

(source) into the other language (target) without changing its original meaning. 
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According to the complexity of natural languages, a source language sentence can be 

translated to several semantically equivalent or similar sentences. Thus, evaluating the 

quality of machine translation is a complex process that requires a sound knowledge 

of both languages.   

 

Numbers of evaluation techniques (quantitative and qualitative) are available, 

including word error rate (WER) [264], sentence error rate (SER) [265], inflexional 

error rate, etc. All these machine translation system evaluation methods can classify 

on fully automated evaluations or human-based evaluations [266]. Further, fully 

automated evaluation can be done through the automatic metrics, with refereeing one 

or more human reference translations. The section below presents some automated 

evaluation matrices for machine translation. 

 

9.6.1 Round Trip Translation 

The Round-trip Translation (RTT) or back-and-forth translation [267]   [268], is one 

of the earliest methods of evaluating MT systems that translate text from source to 

target and then translates target to a source using the same machine translation system. 

The RTT results are closer to the original input sentence; then it says that the quality 

of the machine translation system is high. However, if the result is not close to the 

input sentence, then it is impossible to know “where the error occurred” [269]. Thus, 

some people argue that round-trip translation is not suitable for evaluating MT systems 

correctly [261].   

 

9.6.2 Word Error Rate 

The word error rate (WER) is one of the popular metrics for calculating the accuracy 

of machine translation systems, especially in speech recognition systems [270]. 

Through the automated calculation of the word error rate, several applications have 

been developed for many languages [265].  Note that the WER is derived from the 

Levenshtein distance (the Levenshtein distance [271] is a string metric for measuring 
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the difference between two sequences [272]).  In general, WER can be computed as 

the equation given in equation 9.1. 

                                          (9.1)    

 

where: 

S  - Number of substitutions in a text, 

D - Number of deletions in a text, 

I - Number of insertions in a text, 

C - Number of correct words in a text, 

N – Total number of words in the reference text (N=S+D+C) 

 

Note that several algorithms are available to calculate WER automatically and are used 

to measure the accuracy of the translated results easily [273]. 

 

9.6.3 Sentence Error Rate 

With comparing the WER, the sentence error rate (SER) is another matrix to evaluate 

automatic speech recognition systems, as well as output results of the machine 

translation systems [274]. SER represents the percentage of sentences that are not 

matched with the reference translation(s). 

 

 

 

9.6.4 Translate Error Rate 

The translation error rate (TER) [275] is a measure to evaluate an MT system that 

represents the number of changes (edits) needed to apply a hypothesis to one of the 

references. The equation 9.2 donates the TER. 

 

                        

                        (9.2) 
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9.6.5 Inflectional Error Rate 

The inflexional error rate (IER) is another error calculation method for the machine 

translation system that represents “the number of words translated into the correct base 

form but into the incorrect full form”[276]. Note that the target language is 

morphologically rich, then the inflexion error may give the wrong results. Therefore, 

calculating the error of word inflexion helps to make more accurate results of the 

evaluation. Equation 9.3 shows the IER. 

 

𝐼𝐸𝑅 =  
𝑊𝑜𝑟𝑑 𝑊𝑖𝑡ℎ 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑓𝑙𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑤𝑜𝑟𝑑
                          (9.3) 

 

9.6.6 BLEU  

The BLEU is the most popular inexpensive, fast, language-independent, and 

automated evaluation matrix for machine translation[277]. In general, the BLEU 

metric gives "the closer a machine translation is to a professional human translation; 

the better it is" [278]. The BLEU evaluation matrix provides results in between zero 

and one, which indicates how similar the candidate text is to the reference text. If the 

BLEU value is much closer to 1, it represents similar texts. 

Consider the process of the BLEU, which calculated scores for individual segments in 

a sentence. The final score takes considering the average of these scores over the whole 

corpus. The BLEU score can be calculated using Equation 9.4. 

 

 

 

 

    (9.4)                                                                                 
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However, in general, the BLEU score is used to calculate through the corpus. A 

modified version is available for the BLEU score with smoothing for the sentence level 

evaluations [279]. Further, BLUE score calculation programs are freely available on 

NLTK [280] and GitHub [281]. 

 

9.6.7 METEOR 

The “Metric for Evaluation of Translation with Explicit Ordering” (METEOR) is 

another popular evaluation matrix for MT [282]. METEOR has been introduced to 

overcome existing issues on the BLUE matrix. The “METEOR metric is based on the 

harmonic mean of unigram precision and recall”. The METEOR MT evaluation matrix 

gives sentence or segment level good correlation with human judgement. However, 

the basic unit of both evaluations is the sentence. The METEOR creates an alignment 

between the candidate translation string and the reference translation string that maps 

between unigrams. These methods have been applied to many language pairs, 

including Asian languages like Hindi [283]. Further, there is number of the way on 

machine translation, therefore selecting the suitable evaluation method is very useful 

to take the correct accuracy[284]. 

 

9.6.8 Human Evaluation 

Human evaluation is another way of evaluating MT systems with few disadvantages. 

Among others, human evaluation is a costly and time-consuming process than 

automated evaluation [285].  In addition to that, it is difficult to achieve consistency 

of the same human judge and consistency across multiple judges. Further, the quality 

of the MT system can calculate in many different ways. Therefore human evaluation 

standard can be depended on the goal of the evaluation [286]. There are numbers of 

methods available for human evaluation. Among others, the BEES translator has also 

been evaluated through human-based methods [287].  Under this BEES evaluation, 

WER and accuracy have been calculated through human support. However, adequacy-

fluency metrics are popular methods for human-based MT evaluation [288].  
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Adequacy-Fluency Metrics for MT Evaluation 

With the above ideas, Koehn and Monz have introduced a common method for human 

evaluation through adequacy and fluency [289].  Their evaluation method gives way 

for assigning numerical values to measure quality. This metric is used to evaluate MT 

performance through adequacy and fluency [290]. 

 

Adequacy 

The adequacy metric gives “How much of the source information is preserved in the 

translation?” by considering both source and target. This adequacy judgment asks 

raters to rate in the scale 1-5 value of meaning expressed in a reference translation 

(Likert scale [291]). Table 9.1 shows the 1-5 scale of the adequacy metric.  

Table 9.1: 1-5 Scale Adequacy matric   

   Scale Adequacy (Meaning translation) 

5 All (Perfect) 

4 Most  

3 Much  

2 Little  

1 None (No meaning) 

Fluency 

The fluency matric gives “How good is the translation regarding the target language 

quality” by only looking at the target language translation. Table 9.2 shows the 1-5 

scale values on the fluency matrix. 

Table 9.2: Fluency value in the Likert scale 
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With these methods, different ranks are obtained. After raters rate the sentence, it 

should be required to check the agreement in between each rater and finally measure 

the ordinal association between measured quantities through the Kappa coefficient or 

Kendall's rank coefficient [292]. 

 

Agreement between different raters 

After rating each sentence, it should require to take annotator agreement for adequacy 

and fluency tasks, which can be measured using the “Kappa coefficient” [292]. The 

“Kappa coefficient” is a statistical measure that is used to measure “inter-rater” 

reliability for qualitative items [293] [294]. Note that more research gives attention to 

the adequacy than the fluency [295]. Equation 9.5 gives the Kappa coefficient. 

 

 

                               (9.5) 

 

Where: P(A) is the proportion of times annotators agree, and P(E) is the proportion of 

times annotators are expected to agree by chance” (5-point scale → p(E) = 1/5).  

The Kappa coefficient can be used to agree on what constitutes good or poor levels. 

Table 9.3 shows the Kappa values for agreement. 

Table 9.3: Fleiss' Kappa values for agreements 
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However, Kappa coefficient values are taken only for two raters. For more raters, 

Fleiss' kappa can be used. “Fleiss' kappa is a statistical measure for assessing the 

reliability of agreement between a fixed number of raters when assigning categorical 

ratings to a number of items or classifying items”. Fleiss' kappa can be taken from 

Equation 9.6. 

                                                                  (9.6) 

Where:   and  

 

In general, Fleiss' kappa will be higher when the agreement is perfect. Table 9.4 shows 

Fleiss' kappa values for agreements. 

Table 9.4: Fleiss' Kappa values for agreements 

 

 

Measure the ordinal association between reference translation and a system-

generated translation 

It is better to measure the ordinal association between the reference translation and a 

system-generated translation. This evaluation needs to do with the measure of the 

adequacy and fluency matrix. For that, Kendall's tau correlation coefficient can be 
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used. Kendall's tau correlation coefficient is a statistical measure used to measure the 

ordinal association between two measured quantities. 

The expression for “Kendall's rank coefficient” is given in Equation 9.7: 

 

 (9.7) 

 

Note that, “Kendall's rank coefficient” [296] ranking value ranges from -1 to + 1.  If 

there is good agreement between the two rankings, then the value is 1 and disagreement 

between the two rankings then the value is −1. Further, if two rankings are 

independent, then the ranking value would be approximately zero. 

The above-mentioned statistics theories and methods have been used in the EnSiMaS 

evaluation. The rest of the chapter describes the experimental setup, data analysis, and 

results of the evaluation clearly. 

 

9.7 Experiment 

EnSiMaS was evaluated with the following procedure:  

1. As the first step, 85 sample sentences were created by considering the different 

structure, including different types of tenses and commonly used sentence 

patterns (different types of sentences).  

2. Each sentence was given to the subject expert (professional language 

translators) to translate into Sinhala. This translation has been considered as 

the reference translation.  

3. Through the EnSiMaS System, each sentence has been translated into Sinhala. 

Note that, the best three translated sentences were taken for each input English 

sentence. For the evaluation purpose, 85 English sentences, 255 Sinhala 

translations, and 85 reference translations were used. 
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4. With these records, the WER, SER, and IER were calculated. 

5. Using the existing Python program, the BLEU score was calculated for all 

solutions separately considering the reference translations. 

6. The evaluation form has been created for the randomly selected 25 sample 

sentences. With this evaluation form, adequacy and fluency rates are taken 

from 55 raters. 

7. Through the statistical analysis, raters’ agreements and correlations were taken.   

 

Table 9.5 shows the selected 25 sample sentences and some translations for each 

sentence. 

Table 9.5: Sample 25 sentences with translated results 

No English source EnSiMaS Translation 

1 I am writing a book මම   වපාතක් රචනා ෙරමින් සටිමි 

2 The good boy reads a new book වහාද වොල්ලා  අලුත් වපාතක් කියවයි 

3 A good student will eat rice at the 
canteen 

වහාෙ ශිෂේයවයක් ආපන ශාලාවේ  දී  
බත් අනුභව ෙරන්වන්ය 

4 The man with his wife went to the 
party 

පුරුෂයා   සහ ඔහුවේ සහොරිය   
උත්සවයට ගිවේය 

5 The good boy was eating an apple 
at the school 

වහාෙ  මයා   විේයාලවේ  දී  ඇපල් 
වෙඩියක් අනුභව ෙරමින් සටිවේය 

6 The good boy and a beautiful girl 
have written an essay 

වහාෙ කුමාරයා   ද   ලසේසන කුමරියක්   
වාක්ය රචනාවක්    රචනා ෙරලා තිවයයි 

7 I will write a story for my children මම   මවේ  මයි සදහා ෙතාවක් 
රචනා ෙරන්වනමි 

8 I play basketball every week with 
my friends 

මම  මවේ මිතුරා  සමෙ  සෑම සතියෙම   
පැසපන්දු    ක්රිඩා ෙරමි 

9 My good friend was singing a song 
at the school 

මවේ වහාෙ මිතුරා   විේයාලවේ  දී  
ගීතයක් ොයනා ෙරමින් සටිවේය 

10 A boy and a girl sing a song on the 
bus 

පිරිමි  මවයක් සහ ෙැහැණු  මවයක් 
බසේ රථවේ ගීතයක් ොයනා ෙරති 
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11 The boy is going to eat rice with my 
friend 

වොල්ලා   මවේ මිතුරා සමෙ බත් 
අනුභව ෙරන්වන්ය 

12 I wrote a letter at the school මම පාසවල්දී ලිපියක් රචනා ෙව මි 

13 We read  newspapers daily අපි   ප්රවෘති පත්ර   දිනපතා කියවමු 

14 She can ride a bicycle and drive a 
car 

ඇයට බයිසෙලයක් පැදවෙන හා 
වාහනයක් පදවන්න හැකිය 

15 Mother prepares the breakfast at 
the kitchen for her children  

මව කුසේසවේ  දී  ඇයවේ  මයි සදහා   
උදෑසන ආහාරය  සූදානම් ෙරයි 

16 My dog ate rice with meat මවේ බල්ලා   මාිංස  සමෙ  බත් ෙෑවේය 

17 I was eating a big pizza with my 
friends 

මම මවේ මිතුරන් සමෙ වැදෙත් 
ඉතාලියානු ආහාර විවශේෂයක් ෙමින් 
සටිවයමි 

18 I am selling my motorcycle and 
buying a new car 

මම   මවේ බයිසෙල  විකුණනවා  සහ   
නව රථයක් මිලට ෙන්නවා       

19 We wrote a book අපි වපාතක් රචනා ෙව මු 

20 My dog and his cat are eating rice 
with meat 

මවේ බල්ලා  සහ ඔහුවේ පූසා  මාිංශ සහ 
බත් ෙමින් සටියි 

21 A clever student reads  good 
newspapers daily 

දක්ෂ ශිෂේයවයක්  වහාෙ පුවත්පත්  දිනපතා 
කියවයි 

22 The singer has sung a new song ොයෙයා   නව සන්දුවක්    ොයනා ෙරලා 
තිවයයි 

23 The neighbour bought a radio අසල්වැසයා   වේඩිවයෝවක් මිලට 
ෙත්වත්ය 

24 We will draw a painting at every 
weekend with our friends 

අපි සෑම සති අන්තයෙදීම සමෙ අපවේ 
මිතුරන් සමෙ සත්තමක් අදිමු 

25 The strongest rain ever recorded in 
India shut down the financial hub of 
Mumbai, snapped communication 
lines, closed airports and forced 
thousands of people to sleep in their 
offices or walk home during the 
night, officials said today. 

India  හිදී  ලියා තැන්පත් ෙරන ලද   දැඩි 
වේෂාව Mumbai හි  මුදල් පිළිබෙ 
මධ්යසේථානය  වහයි   සන්නිවේදන මාේෙ  
ආවරණය ෙව ේය   ගුවන්වතාටුප    සහ   
ඔවුන්වේ ොේයාලය  හිදී  ජනතාව නින්ද  
ට  වහෝ රාත්රිය අතරතුර ෙමන් ෙර  
නිලධරවයෝ   අද    ප්රොශ ෙව ේය 

 

 

 



 

140 

 

9.8 EnSiMaS vs Google Translator 

This section gives a brief comparison of Google translator and EnSiMaS by 

considering their accuracy and features. Google provides free language translation 

service among more than 100 languages, named “Google Translator”. In general, the 

quality of the Google translation is depended on amounts of data and, based on 

previous translations [297].  Many researchers have noted that this tool may be the 

perfect travel companion, it’s not a reliable language service[298].  As such, there are 

many reasons not to rely on Google Translator  [299] [300] [301]. Below are some 

commonly cited reasons. 

1. Google recommends not to rely completely on its free translation service 

2. Translation causes hilarious situations 

3. Google Translator doesn’t have a proofreading service 

4. Google Translator has limitations in grammatical correctness in some translations 

5. Translation quality is depended on amounts of data 

 

In comparison with Goole Translator, EnSiMaS translation provides grammatically 

correct translation, and it provides more than one translation depending on the 

availability of lexical resources. Further EnSiMaS provide correction facilities with its 

Phrase-based editor. Table 9.6 shows Features comparison between EnSiMaS vs 

Google  

Table 9.6: Comparison between EnSiMaS vs Google Translator 

System Approach 

G
ra

m
m

at
ic

al
ly

 

C
o
rr

ec
t 

T
ra

n
sl

at
io

n
 

M
u
lt

ip
le

  

S
o
lu

ti
o
n
s 

C
o
rr

ec
ti

o
n
  

(H
u
m

an
 E

d
it

in
g
) 

U
p
d
at

e 
F

ac
il

it
ie

s 

S
p

ee
d

 

B
il

in
g
u
al

  
 

T
ra

n
sl

at
io

n
 

Google 

Translator 

Statistical/ 

Neural Machine 

Translation 

X  X  X X √ √ 

EnSiMaS 
Hybrid (MAS + 

psycholinguistic) 
√ √ √ √ X X 
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9.9 Results and Data Analysis 

The EnSiMaS system was analysed using 85 English sentences. Each English sentence 

was translated into Sinhala using EnSiMaS, and 255 Sinhala translations were taken. 

In addition to that, reference translations were taken with a human expert’s support. 

 

9.9.1 Details of the sample set 

85 sentences are used to evaluate the system. These sentences are taken from the 

internet and a book on English linguistics for language teaching [302]. The descriptive 

statistics of the input sentences are given in Table 9.7. 

According to the sample used minimum word count for the sample, is 4 and the 

maximum word count of the sample sentence is 38. The mean value of the sample 

sentence set is 9.68. it refers that most sentences have more than 9 words. 

 

Table 9.7 Summary of descriptive statistics of the 85 input sentences 

Descriptive Statistics 

 N Minimum Maximum Mean 
Std. 

Deviation 

Number_of_

words 
85 4 38 9.68 4.953 

Valid N 

(listwise) 
85     

 

Also, the distribution of the number of words among each input English sentence is 

shown in Figure 9.6. 
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Figure 9.6: Distribution of the number of words among input sentences 

 

Using the translated output (three translations for each sentence), WER, IER and SER 

were calculated. Table 9.8 shows the results of the word error rate, inflexion error rate 

and sentence error rate. 

 

Table 9.8 Calculated WER, IER and SER for the translations  

EnSiMaS Translation WER IER SER 

Solution 1 5.26% 5.26% 4.37% 

Solution 2 10.53% 7.02% 5.21% 

Solution 3 10.53% 7.89% 6.54% 
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Further, with reference translation, the BLEU score was calculated for the three 

translations. Table 9.9 shows the calculated BLEU score for each solution. 

 

Table 9.9 Calculated BLEU results for each translation  

EnSiMaS  P(1) P(2) P(3) P(4) BLEU 

Solution 1 0.92897727 0.89141004 0.87358490 0.87358916 0.89160756 

Solution 2 0.70738636 0.55915721 0.46037735 0.40180586 0.52009204 

Solution 3 0.60653409 0.46029173 0.38679245 0.33408577 0.43581893 

 

 

9.9.2 Adequacy and Fluency 

Adequacy and fluency of the best solution (Translation 1) were evaluated with human 

support. The evaluation form was used to evaluate a randomly selected sample of 25 

sentences from the existing 85 English sentences. The evaluation form was given to 

raters, and they were asked to rate according to the translated sentences’ adequacy and 

fluency. Using the evaluation results, Fleiss' kappa coefficient was calculated for each 

adequacy and fluency agreement. Table 9.10 shows the summary for Fleiss' kappa 

coefficient values for adequacy and Table 9.11 shows the summary for Fleiss' kappa 

coefficient value for fluency. 

Note that: 

Hypotheses for the raters’ agreements on adequacy can be stated as 

H0: There is no agreement on adequacy between each rater. 

H1:  There is an agreement on adequacy between each rater.  

 

The agreement was calculated through the Fleiss’ kappa coefficient. Calculated results 

show that the overall Fleiss' kappa coefficient is 0.277 with 0.000 significance. (Thus, 

H0 can be rejected at 5% level of significance.) 
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Therefore, it can be concluded that there is a fair agreement between raters on their 

adequacy ratings. 

Table 9.10 Fleiss' kappa coefficient values for Adequacy 

 

Hypotheses for the raters’ agreements on fluency can be stated as 

 

H0: There is no agreement on fluency between rater 

H1:  There is an agreement on fluency between rater  

 

The agreement was calculated through the Fleiss Kappa coefficient. Calculated results 

show that the overall Fleiss' kappa coefficient is 0.308 with 0.000 significance. (Thus 

H0 can be rejected at 5% level of significance.) 

 

Therefore, it can be concluded that there is a fair agreement between raters.   
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Table 9.11 Fleiss' kappa coefficient values for Fluency 

 

 

Considering all the raters’ results, the percentage value for the level of adequacy and 

fluency was calculated for translation #1. Figure 9.7 represents the percentage 

distribution of both adequacy and fluency. 

 

 

Figure 9.7: Percentage distribution on adequacy and fluency values for EnSiMaS 
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Besides, adequacy levels and fluency levels for five randomly selected raters are 

shown in Figure 9.8 and Figure 9.9. According to the figures, it can be concluded that 

more than 80% of raters (higher proportion) has given for the higher level (4 and 5) 

for adequacy and more than 60% rates have given for the higher value of fluency. 

 

Figure 9.8: Distribution on adequacy rates on five different raters 
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Figure 9.9: Distribution on fluency rates on five different raters 

Measure the ordinal association between human translated results and EnSiMaS 

translation 

Ordinal association between human translation and EnSiMaS translation on adequacy 

is given below. 

 

Hypotheses for the association between human translation (reference translation) and 

EnSiMaS translation on adequacy can be stated as follows: 

H0: There is no association between the adequacy of human translation and 

adequacy of EnSiMaS translation. 

H1: There is an association between the adequacy of human translation and 

adequacy of EnSiMaS translation.  

 

Association has been calculated through Kendall's rank correlation coefficient. 

Calculated results show that Kendall's rank correlation coefficient is 0.154 with 0.005 

significance. (Thus, H0 can be rejected at 5% level of significance). Therefore, it can 

be concluded that there is a fair association between adequacy of human translation 
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and adequacy of EnSiMaS translation. Table 9.12 shows the test results of “Kendall's 

rank correlation coefficient.”    

 

Table 9.12: Summary of the Kendall's rank correlation coefficient for adequacy 

between Human translation and EnSiMaS translation  

 
 

Ordinal association between human translation and EnSiMaS translation on fluency is 

given below. 

 

Hypotheses for the association between human translation (reference translation) and 

EnSiMaS translation on fluency can be stated as follows: 

H0: There is no association between the fluency of human translation and 

fluency of EnSiMaS translation. 

H1: There is an association between the fluency of human translation and 

fluency of EnSiMaS translation.  

 

Association has been calculated through Kendall's rank correlation coefficient. 

Calculated results show that Kendall's rank correlation coefficient is 0.483 with 0.000 

significance. (Thus, H0 can be rejected at 5% level of significance) Therefore, it can 

be concluded that there is a moderate positive association between fluency of human 
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translation and fluency of EnSiMaS translation. Table 9.13 shows the test results of 

“Kendall's rank correlation coefficient”.    

 

Table 9.13: Summary of the Kendall's rank correlation coefficient for fluency 

between Human translation and Fluency on EnSiMaS Translation 

 
 

9.10 Conclusion of the Data Analysis 

According to the Fleiss’ Kappa coefficient, the calculated value for adequacy levels 

(0.277) reveals that there is a significantly fair agreement on adequacy between raters. 

Also, the Fleiss’ kappa coefficient calculated for fluency levels (0.308) reveals that 

there is a significantly fair agreement on fluency between raters. Also, Kendall’s rank 

correlation coefficient (0.154) shows that there is a weak positive association between 

adequacy levels of human translations and system translations. Calculated Kendall’s 

rank correlation coefficient (0.483) for fluency levels of human translation and system 

translation reveals that there is a moderately positive association between fluency 

levels of human translation and the EnSiMaS system translation.  
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9.11 Summary 

The first part of the chapter reports testing tools that have been used to test the 

EnSiMaS system, namely EnSiMaS Dictionary (ontology editor), the phrase-based 

editor, and the classical translator. Then the next section of the chapter reports the 

evaluation process of the EnSiMaS. The EnSiMaS has been tested with 85 sample 

sentences. With these results, the WER, IER, SER and BLEU scores were calculated. 

In addition to that, adequacy and fluency were ranked from 55 raters. Results were 

statistically analyzed.     
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CHAPTER 10 

CONCLUSION AND FURTHER WORK 

10.1 Introduction 

This thesis proposed a novel approach to machine translation, which is based on the 

concepts behind human language translation. The previous chapter reported the 

evaluation methods, including evaluation results of the EnSiMaS. This chapter reports 

a briefing of the thesis, including revisit note on the proposed approach, conclusion , 

objective-wise achievements, limitations and future works of the research.     

 

10.2 Hybrid Approach for Machine Translation 

Machine translation systems are now commonly accepted by a large community of 

people for translating one language text into another as a quick and low-cost solution. 

However, the existing system has some quality gaps in-between machine-generated 

output and the human-translated well perfect translations.  To reduce the quality gap 

between human translated results and machine-translated solutions is the current 

trending research direction.  

Note that, at the early days of the machine translation systems were introduced, 

concepts on the human translation were investigated.  However, at that time, 

computing technologies are not sufficient to simulate such human translation process 

(Summary was taken from the first MT conference in 1952). With the power of the 

Multi-agent technology, this research proposed a new machine translation approach, 

that should capable to translate like a human (Use psycholinguistics concepts for 

machine translation) This can be considered as the primary contribution on this 

research for the field of computing especially on Machine Translation.     

The proposed approach is based on psychologistic language parsing techniques used 

by humans to understand a text specially written in the English language [31]. 

Theoretically, this proposed MT approach can be demonstrated with the model on the 

garden path model and the constrained stratification model. This proposed approach 
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takes concepts on both theories and makes new concepts, which can be implemented 

through the multi-agent system technology. According to the approach, it collects all 

the possible solutions (like constrained stratification) and assigns context through 

subject-verb, verb-object agreement (like the garden path model). Further, translation 

has been done through the phrase-based, then subject-verb agreement and object-verb 

agreement were taken, all have done through the agents’ communication. The 

proposed translation approach has been tested through the multi-agent system, 

EnSiMaS. For the testing purpose, three systems were developed. The EnSiMaS 

dictionary is a bilingual dictionary tool, which was used to customise the 

knowledgebase for English and Sinhala languages. The phrase-based editor is another 

tool that was used to enhance the accuracy of the phrase translation with human 

support. The classical translator can be used to translate one or more sentences 

(sentence or phrase).  

The EnSiMaS system was tested with 85 sample English sentences. For each English 

sentence, three different translations were taken. According to the evaluation result, 

WER, IER and SER were calculated. Also, the BLEU scores were calculated for each 

translation. Finally, adequacy and fluency rates were taken from 55 human evaluators 

considering the human-translated reference sentences. According to the statistical 

analysis, there is a weak positive association between adequacy levels of human 

translations vs EnSiMaS system translations and a moderate positive association 

between fluency levels of human translation and EnSiMaS system translation. 

 

10.3 Conclusion 

The hypothesis of the research is stated as multi-agent technology can be used to 

design a machine translation system, capable of processing morphology, syntax and 

semantics interactively, like humans. Therefore, a novel machine translation approach 

was proposed by combining the existing two human language parsing concepts, 

namely the garden path model and the constraint satisfaction model. The approach has 

been simulated through the multi-agent system technology.  
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Note that most of the existing approaches provide unidirectional interaction among 

morphological, syntactical, and semantic processing.  The proposed hybrid approach 

avoids these unidirectional language processing concepts and proposed interactive 

communication and made an agreement through the agents. In addition to that, 

according to the power of the multi-agent systems, most of the tasks can be done 

parallel when they can do parallel. However, to increase the performance of the 

system, some analysis is required to complete (morphological and syntactical analysis 

have been done before going to translation). Then agents can interactively 

communicate with each other and solutions were taken.  

This hybrid approach has been simulated through the Multi-agent system EnSiMaS, 

capable to translate English sentence into Sinhala. EnSiMaS translator has been tested 

with 3 subsystems namely EnSiMaS dictionary, EnSiMaS phrase-based editor and 

EnSiMaS translator.  

The performance of the EnSiMaS system was tested using 85 English sentences and 

255 Sinhala translations. According to evaluation, 5.26% Word Error Rate, 5.26% 

Inflection Error rate, 4.37% sentence error rate and 0.89 Bleu scores were obtained. 

The adequacy and fluency of the best solution were evaluated through human support. 

88.2% raters rates for most or perfect translation on adequacy and 83.2% raters rates 

for good or flawless translation on fluency. According to the statistical analysis, there 

is a fair agreement between raters on their adequacy and fluency ratings. Besides, the 

ordinal association between human translation and EnSiMaS translation on adequacy 

and fluency were taken. A fair association between adequacy of human translation and 

adequacy of EnSiMaS translation were obtained. Further, a moderate positive 

association between fluency of human translation and fluency of EnSiMaS translation 

were taken.  

Therefore, it can conclude that the proposed interactive approach can work to provide 

language translations like humans successfully and Multi-agent system technology can 

also be used to machine translation successfully. 

 

 



 

154 

 

10.4 Objectives-wise Achievement 

This research aimed to implement the human translation approach into fully automated 

machine translation through the multi-agent system technology. The following 

objectives mentioned in the first chapter were completed to achieve this goal. 

 

 

Objective 1: Critically review of existing machine translation approaches and 

systems 

The second chapter critically explains the state of the art on machine translation, 

including an in-depth study on concepts behind machine translation, its historical 

development, popular approaches, techniques and selected systems on machine 

translation, covering more than 300 references.  Among existing MT approaches, the 

rule-based approach has been identified as an early approach to MT and is still used 

for many systems, especially for low resources languages. At present, statistical and 

machine learning approaches (Neuro-linguistics approach) have been considered as 

the most popular and successful approaches for machine translation. However, those 

approaches required much language resources to take success. Therefore, low resource 

languages like Sinhala take a bit of difficulty to use said approaches because of the 

low resources.  Further, chapter four also briefly described some related natural 

language processing techniques that are used in the English to Sinhala Machine 

Translation, including related techniques on morphological processing, syntax 

processing, and semantic processing. 

 

Objective 2: An in-depth study to model Sinhala and English languages to build 

an ontology for agents 

Agents need language-specific knowledge for the agents’ ontology. Thus the 

ontological model has been designed for the Sinhala and English languages that can 

be directly used to model the MT requirements. According to this ontological model, 

a word has been identified as a basic unit of language. In addition, the fundamental 
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unit of the meaning has been identified as a phrase. The sentence has been structured 

with numbers of phrases that preset the required meaning. With this idea, the object-

oriented based ontological model has been designed and presented in chapter eight, 

considering the in-depth study of both Sinhala and English languages. Further, chapter 

three also reported morphology, syntax and semantics on English and Sinhala 

languages.    

 

Objective 3: Critically review MAS technology for MT  

Chapter seven reported the required details on multi-agent system technology, 

including fundamental concepts on MAS, with the concepts of different type of the 

agents and communication methods also reported in the seventh chapter.  In addition 

to that, selected MAS development frameworks were also presented, including their 

features and limitations. Compared with existing frameworks, JADE provides a fully 

distributed environment for MAS development. However, JADE takes more 

resources, and it is challenging to implement a large number of dynamically created 

agents that required to agent-based machine translation. Thus, a new framework 

(MaSMT) was designed and developed considering such requirements.    

   

Objective 4: Define a Language Translation method that is capable of translating 

like a human 

The sixth chapter reported the proposed approach. This approach is based on the 

concept “How human translate a sentence in a better way than the machine.” 

Therefore, psycholinguistic language translation techniques, namely the “garden path 

model” and the “constraint satisfaction model”, were considered to model this 

proposed approach for machine translation. The proposed translation model was 

implemented through the EnSiMaS, which was described in the eighth and ninth 

chapters. 
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Objective 5: Design and develop EnSiMaS using multi-agent system technology 

The sixth chapter discussed the approach proposed for the machine translation, 

including the theory behind the approach, input, output, and process of the translation. 

Then chapter seven and eight explained the design and implementation of the 

EnSiMaS system. To achieve performance for the agent-based machine translation, 

the MaSMT framework was developed. The MaSMT has been developed using the 

modified AGR organizational model that provides an infrastructure of the agents, 

communication methods for agents, agent status controlling, and a tool for agent 

monitoring. Through the MaSMT framework, EnSiMaS was implemented to translate 

English text into Sinhala.  Then Chapter 9 also gives a brief demonstration of the 

translation procedure of the EnSiMaS using the proposed approach. 

 

Objective 6: Evaluate the system 

Chapter nine discussed the experimental setup of the system with steps following for 

the evaluation. For the testing purpose, three applications were developed, namely, 

EnSiMaS dictionary, EnSiMaS phrase-based sentence editor, and the classical 

translator. Through the EnSiMaS translator, an evaluation was done with human 

support. As the first steps, the EnSiMaS system was tested using 85 English sentences. 

Each English sentence was translated using EnSiMaS, and 255 Sinhala translations 

were taken. Using the translated results (three translations for each sentence), WER, 

IER, SER and BLEU scores were calculated. Then the adequacy and fluency of the 

best solution (in here translation #1) were evaluated through human support. The 

evaluation form was used to evaluate with randomly selected 25 samples from the 

existing 85 English sentences. With the experimental results, Kendal’s tau correlation 

coefficient was used to check the correlation between human translations and system 

translations. Fleiss' kappa coefficient of each adequacy and fluency agreements were 

also calculated. 
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10.5 Limitations  

This thesis proposed a psycholinguistic-based hybrid approach for MT. The proposed 

approach was tested through the multi-agent system named EnSiMaS. This system has 

several limitations. The present translation system can only work for unidirectional 

translation (English to Sinhala). However, it can be by-directional by improving the 

language processing modules on both languages. Besides, the present EnSiMaS tool 

does not support idiomatic phrase translations. Including the idiomatic phrase as a 

block, it can be achieved.  

 

 

10.6 Further Work 

As a further work of the research, the EnSiMaS system can be improved as a 

bidirectional translation for English-Sinhala by including the required language 

processing modules for the Sinhala and English languages such as English 

morphological generator English composer (Syntax generator) Sinhala to English 

phrase-based phrase translator, Sinhala morphological analyzer and Sinhala parser. 

Sinhala is a morphologically rich language than English. Therefore Sinhala language 

analysis bit difficult than the English language analysis.    

EnSiMaS can be enhanced to provide a solution to “idiomatic translation” by adding 

such resources into the knowledge base. Translation of the idiomatic phrases are 

challengeable and it required to take the hidden meaning than what they appear.  

Introducing concepts dictionary and handle phrase-level semantics is another research 

direction of the project (At present EnSiMaS provides multiple translations). Further, 

the EnSiMaS offers a grammatically correct set of translations for each phrase. Those 

translated phrases (Sinhala translation for particular English Phrase) can be taken as 

the language resources (parallel corpus for English-Sinhala) for the NMT or statistical-

based machine translation, with human editing as required.  
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10.7 Summary 

This last chapter reported the conclusions and further works of the research, including 

each objective and limitations of the research. Further, this chapter also points out 

some important new research directions. 
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Appendix A: 

Translation Summary with Agents’ Communications  

The following sample shows the translation summary  . 

run: 

[genrate.701@sinph]    [OK] 

[analysis.101@ema]    [OK] 

[analysis.102@ema]    [OK] 

[analysis.103@ema]    [OK] 

[analysis.104@ema]    [OK] 

[analysis.105@ema]    [OK] 

[analysis.106@ema]    [OK] 

[analysis.107@ema]    [OK] 

[analysis.108@ema]    [OK] 

[analysis.109@ema]    [OK] 

[analysis.201@esa]    [OK] 

[manager.1@ensimas]   [MP-OK] 

#11 agents are ready for translation 

#input: the good boy and beautiful girl read a good book at the school 

 

Word list 

-------------------------------- 

1- the-- 

2- good-- 

3- boy-- 

4- and-- 

5- beautiful-- 

6- girl-- 

7- read-- 

8- a-- 

9- good-- 

10- book-- 

11- at-- 

12- the-- 

13- school-- 

[manager.1@ensimas( SEND TO GROUP ema)] - - - analize-eng-morp  >>  

[analysis.100@ema] 

[analysis.109@ema] - - - update-eng-morp  >>  [manager.1@ensimas] 

[analysis.107@ema] - - - update-eng-morp  >>  [manager.1@ensimas] 

[analysis.102@ema] - - - update-eng-morp  >>  [manager.1@ensimas] 

[analysis.108@ema] - - - update-eng-morp  >>  [manager.1@ensimas] 

[analysis.103@ema] - - - update-eng-morp  >>  [manager.1@ensimas] 

EMA Out | #[analysis.104@ema] - - - update-eng-morp  >>  [manager.1@ensimas] 

[analysis.105@ema] - - - update-eng-morp  >>  [manager.1@ensimas] 
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###[analysis.106@ema] - - - update-eng-morp  >>  [manager.1@ensimas] 

#[analysis.101@ema] - - - update-eng-morp  >>  [manager.1@ensimas] 

####  ...................  OK 

English word Morphology list 

------------------------------------ 

: 10- book-40000249 (VBP) 

: 13- school-40001732 (VBP) 

: 2- good-6000001 (JJX) 

: 9- good-6000001 (JJX) 

: 2- good-70002755 (JJX) 

: 5- beautiful-70000557 (JJX) 

: 7- read-70005228 (JJX) 

: 9- good-70002755 (JJX) 

: 2- good-20005131 (NWS) 

: 3- boy-20001393 (NWS) 

: 6- girl-20005051 (NWS) 

: 9- good-20005131 (NWS) 

: 10- book-20001327 (NWS) 

: 13- school-20009600 (NWS) 

: 1- the-60001115 (DET) 

: 2- good-60000463 (RBX) 

: 4- and-60000117 (CON) 

: 8- a-60001116 (DET) 

: 9- good-60000463 (RBX) 

: 11- at-60001121 (PRP) 

: 12- the-60001115 (DET) 

: 7- read-30002107 (VBP) 

: 7- read-30002107 (VBD) 

: 7- read-30002107 (VBN) 

+++++++++++++++++++++++++++++++++++++++ 

          English Morphlogical Analysis  Completed       

+++++++++++++++++++++++++++++++++++++++ 

1- the-- DET 

2- good-- JJX JJX NWS RBX 

3- boy-- NWS 

4- and-- CON 

5- beautiful-- JJX 

6- girl-- NWS 

7- read-- JJX VBP VBD VBN 

8- a-- DET 

9- good-- JJX JJX NWS RBX 

10- book-- VBP NWS 

11- at-- PRP 

12- the-- DET 

13- school-- VBP NWS 
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Ready for Syntax Analysis 

---------------------------------- 

[manager.1@ensimas] - - - analyze-eng-syn  >>  [analysis.201@esa] 

Avilable EP  : NP(3-DET,JJX,NWS-3-NWS)- 1 -3 

Avilable EP  : NP(3-DET,JJX,NWS-3-NWS)- 8 -10 

Avilable EP  : NP(4-DET,NWS-2-NWS)- 1 -2 

Avilable EP  : NP(4-DET,NWS-2-NWS)- 8 -9 

Avilable EP  : NP(4-DET,NWS-2-NWS)- 12 -13 

Avilable EP  : CN(35-CON-1-CON)- 4 -4 

Avilable EP  : PR(36-PRP-1-PRP)- 11 -11 

Avilable EP  : PP(40-PRP,DET,NWS-3-NWS)- 11 -13 

Avilable EP  : VP(45-VBP-1-VBP)- 7 -7 

Avilable EP  : VP(45-VBP-1-VBP)- 10 -10 

Avilable EP  : VP(45-VBP-1-VBP)- 13 -13 

Avilable EP  : VP(46-VBD-1-VBD)- 7 -7 

Avilable EP  : VE(94-VBN-1-VBN)- 7 -7 

Avilable EP  : NP(100-NWS-1-NWS)- 2 -2 

Avilable EP  : NP(100-NWS-1-NWS)- 3 -3 

Avilable EP  : NP(100-NWS-1-NWS)- 6 -6 

Avilable EP  : NP(100-NWS-1-NWS)- 9 -9 

Avilable EP  : NP(100-NWS-1-NWS)- 10 -10 

Avilable EP  : NP(100-NWS-1-NWS)- 13 -13 

Avilable EP  : AP(104-RBX-1-RBX)- 2 -2 

Avilable EP  : AP(104-RBX-1-RBX)- 9 -9 

Avilable EP  : NP(108-JJX,NWS-2-NWS)- 2 -3 

Avilable EP  : NP(108-JJX,NWS-2-NWS)- 5 -6 

Avilable EP  : NP(108-JJX,NWS-2-NWS)- 9 -10 

 

Total number of phrase avilable : 24 

------------------------------------------------- 

English Phrase list 

------------------------------------ 

0: NP-(1, 3-DET,JJX,NWS) NOS, NWS 

0: NP-(1, 2-DET,NWS) NOS, NWS 

0: NP-(2, 2-NWS) NOS, NWS 

0: AP-(2, 2-RBX) AVP, RBX 

0: NP-(2, 3-JJX,NWS) NOS, NWS 

0: NP-(3, 3-NWS) NOS, NWS 

0: CN-(4, 4-CON) CON, CON 

0: NP-(5, 6-JJX,NWS) NOS, NWS 

0: NP-(6, 6-NWS) NOS, NWS 

0: VP-(7, 7-VBP) ACT-SPT, VBP 

0: VP-(7, 7-VBD) ACT-PAT, VBD 

0: VE-(7, 7-VBN) PRE-PAT, VBN 

0: NP-(8, 10-DET,JJX,NWS) NOS, NWS 

0: NP-(8, 9-DET,NWS) NOS, NWS 
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0: NP-(9, 9-NWS) NOS, NWS 

0: AP-(9, 9-RBX) AVP, RBX 

0: NP-(9, 10-JJX,NWS) NOS, NWS 

0: VP-(10, 10-VBP) ACT-SPT, VBP 

0: NP-(10, 10-NWS) NOS, NWS 

0: PR-(11, 11-PRP) PRP, PRP 

0: PP-(11, 13-PRP,DET,NWS) NOS, NWS 

0: NP-(12, 13-DET,NWS) NOS, NWS 

0: VP-(13, 13-VBP) ACT-SPT, VBP 

0: NP-(13, 13-NWS) NOS, NWS 

----------------------------------------- 

 

 

 

********************************* 

word count 1 

MAX EP 3 - 0 

word count 4 

MAX EP 4 - 6 

word count 5 

MAX EP 6 - 7 

word count 7 

MAX EP 7 - 9 

word count 8 

MAX EP 10 - 12 

word count 11 

MAX EP 11 - 19 

MAX EP 13 - 20 

English Phrase list 

------------------------------------ 

1: NP-(1, 3-DET,JJX,NWS) NOS, NWS 

2: CN-(4, 4-CON) CON, CON 

3: NP-(5, 6-JJX,NWS) NOS, NWS 

4: VP-(7, 7-VBP) ACT-SPT, VBP 

5: NP-(8, 10-DET,JJX,NWS) NOS, NWS 

6: PP-(11, 13-PRP,DET,NWS) NOS, NWS 

SUB 3- none(TS) 

OBJ 5- none 

FVB4- none 

[analysis.201@esa] - - - ready-sin-ph-generation  >>  [manager.1@ensimas] 

 

Ready for Sinhala phrase generation 

-------------------------------------------- 
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Generated Word based Ontology for input sentence 

******************************************* 

book(10-VBP) කලින් වවන් කරනවා-veb වවන් කරනවා-veb  

school(13-VBP) දියුණු කරනවා-veb හික්මවනවා-veb  

good(2-JJX) good-PRN  

good(9-JJX) good-PRN  

good(2-JJX) ව ාඳ-adj දක්ෂ-adj ව ාඳුරු-adj කලයාණ-adj ය පත්-adj හිතවත්-adj ඉටු-adj 

තරමක-adj සුභ-adj ඉෂ්ට-adj  

beautiful(5-JJX) ල ් න-adj  ැඩ-adj ලක්ෂණ-adj ව ාඳුරු-adj කලයාණ-adj අලංකාර-adj 

රූමත්-adj විසිතුරු-adj සුමන-adj විචිත්‍ර-adj  

read(7-JJX) කියවන ලද-adj  

good(9-JJX) ව ාඳ-adj දක්ෂ-adj ව ාඳුරු-adj කලයාණ-adj ය පත්-adj හිතවත්-adj ඉටු-adj 

තරමක-adj සුභ-adj ඉෂ්ට-adj  

good(2-NWS) ය පත-nun ප්‍රවයෝජනය-nun  

boy(3-NWS) පිරිමි ළමයා-nun වකාල්ලා-nun ළමයා-nun කුමාරයා-nun වකාලුවා-nun බාලයා-

nun ගැටයා-nun වැඩ කරුවා-nun මානවකයා-nun ආවවත්ව කාරයා-nun  

girl(6-NWS) ගෑනු ළමයා-nun වකල්ල-nun දැරිය-nun කුමරිය-nun යුවතිය-nun කුමාරිය-nun 

පැටික්කි-nun බාලිකාව-nun මානවිකාව-nun ළදැරිය-nun  

good(9-NWS) ය පත-nun ප්‍රවයෝජනය-nun  

book(10-NWS) වපාත-nun කෘතිය-nun පු ්තක-nun ග්‍රන්ථය-nun ප්‍රකරණය-nun  

school(13-NWS) විදයා ්ථානය-nun පා ැල-nun විදයාලය-nun පාඨශාලාව-nun 

විශ්වවිදයාලයවේ විදයාංශය-nun ශික්ෂාලය-nun  

the(1-DET) -det  

good(2-RBX)  ාදු-adv  

and(4-CON)   -con  ා-con ද-con පිණි -con ත්-con එවිට-con  

a(8-DET) a-PRN  

good(9-RBX)  ාදු-adv  

at(11-PRP) දී-prp  

the(12-DET) -det  

read(7-VBP) කියවනවා-veb  දාරනවා-veb දක්වනවා-veb ඉවගනගන්නවා-veb  

read(7-VBD) කියවනවා-veb  දාරනවා-veb දක්වනවා-veb ඉවගනගන්නවා-veb  

read(7-VBN) කියවනවා-veb  දාරනවා-veb දක්වනවා-veb ඉවගනගන්නවා-veb  

+++++++++++++++++++++++++++++++++ 

+   + 

+                 Phrase Generation                    + 

+   + 

+++++++++++++++++++++++++++++++++ 

English phrase agent count 6 

--------------------------------------------- 

English Phrase Details 

--------------------------------------------- 

Counter : 0 

EPH : 1: NP-(1, 3-DET,JJX,NWS) NOS, NWS 

Start Pos   1 
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End Pos   3 

MOP  NWS 

--------------------------------------------- 

SWL?>පිරිමි ළමයා-nun වකාල්ලා-nun ළමයා-nun කුමාරයා-nun වකාලුවා-nun බාලයා-nun 

ගැටයා-nun වැඩ කරුවා-nun මානවකයා-nun ආවවත්ව කාරයා-nun  

TP NP 

--------------------------------------------- 

+++++++++++++++++++++++++++++++++ 

Sinhala Noun Phrase 

------------------------- 

 1: NP-(1, 3-DET,JJX,NWS) NOS, NWS 

HWL පිරිමි ළමයා-nun වකාල්ලා-nun ළමයා-nun කුමාරයා-nun වකාලුවා-nun බාලයා-nun 

ගැටයා-nun වැඩ කරුවා-nun මානවකයා-nun ආවවත්ව කාරයා-nun  

+++++++++++++++++++++++++++++++++ 

--------------------------------------------- 

English Phrase Details 

--------------------------------------------- 

Counter : 1 

EPH : 2: CN-(4, 4-CON) CON, CON 

Start Pos   4 

End Pos   4 

MOP   

--------------------------------------------- 

SWL?>  -con  ා-con ද-con පිණි -con ත්-con එවිට-con  

TP CN 

--------------------------------------------- 

+++++++++++++++++++++++++++++++++ 

Sinhala Verb Phrase 

 2: CN-(4, 4-CON) CON, CON 

HWL   -con  ා-con ද-con පිණි -con ත්-con එවිට-con  

+++++++++++++++++++++++++++++++++ 

--------------------------------------------- 

English Phrase Details 

--------------------------------------------- 

Counter : 2 

EPH : 3: NP-(5, 6-JJX,NWS) NOS, NWS 

Start Pos   5 

End Pos   6 

MOP   

--------------------------------------------- 

SWL?>ගෑනු ළමයා-nun වකල්ල-nun දැරිය-nun කුමරිය-nun යුවතිය-nun කුමාරිය-nun 

පැටික්කි-nun බාලිකාව-nun මානවිකාව-nun ළදැරිය-nun  

TP NP 

--------------------------------------------- 

+++++++++++++++++++++++++++++++++ 

Sinhala Noun Phrase 
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------------------------- 

 3: NP-(5, 6-JJX,NWS) NOS, NWS 

HWL ගෑනු ළමයා-nun වකල්ල-nun දැරිය-nun කුමරිය-nun යුවතිය-nun කුමාරිය-nun පැටික්කි-

nun බාලිකාව-nun මානවිකාව-nun ළදැරිය-nun  

+++++++++++++++++++++++++++++++++ 

--------------------------------------------- 

English Phrase Details 

--------------------------------------------- 

Counter : 3 

EPH : 4: VP-(7, 7-VBP) ACT-SPT, VBP 

Start Pos   7 

End Pos   7 

MOP   

--------------------------------------------- 

SWL?>කියවනවා-veb  දාරනවා-veb දක්වනවා-veb ඉවගනගන්නවා-veb  

TP VP 

--------------------------------------------- 

+++++++++++++++++++++++++++++++++ 

Sinhala Verb Phrase 

 4: VP-(7, 7-VBP) ACT-SPT, VBP 

HWL කියවනවා-veb  දාරනවා-veb දක්වනවා-veb ඉවගනගන්නවා-veb  

+++++++++++++++++++++++++++++++++ 

--------------------------------------------- 

English Phrase Details 

--------------------------------------------- 

Counter : 4 

EPH : 5: NP-(8, 10-DET,JJX,NWS) NOS, NWS 

Start Pos   8 

End Pos   10 

MOP   

--------------------------------------------- 

SWL?>වපාත-nun කෘතිය-nun පු ්තක-nun ග්‍රන්ථය-nun ප්‍රකරණය-nun  

TP NP 

--------------------------------------------- 

+++++++++++++++++++++++++++++++++ 

Sinhala Noun Phrase 

------------------------- 

 5: NP-(8, 10-DET,JJX,NWS) NOS, NWS 

HWL වපාත-nun කෘතිය-nun පු ්තක-nun ග්‍රන්ථය-nun ප්‍රකරණය-nun  

+++++++++++++++++++++++++++++++++ 

--------------------------------------------- 

English Phrase Details 

--------------------------------------------- 

Counter : 5 

EPH : 6: PP-(11, 13-PRP,DET,NWS) NOS, NWS 

Start Pos   11 
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End Pos   13 

MOP   

--------------------------------------------- 

SWL?>විදයා ්ථානය-nun පා ැල-nun විදයාලය-nun පාඨශාලාව-nun විශ්වවිදයාලයවේ 

විදයාංශය-nun ශික්ෂාලය-nun  

TP PP 

--------------------------------------------- 

+++++++++++++++++++++++++++++++++ 

Sinhala PP Phrase 

 6: PP-(11, 13-PRP,DET,NWS) NOS, NWS 

HWL විදයා ්ථානය-nun පා ැල-nun විදයාලය-nun පාඨශාලාව-nun විශ්වවිදයාලයවේ විදයාංශය-

nun ශික්ෂාලය-nun  

+++++++++++++++++++++++++++++++++ 

 

Sinhala phrase agents count :  6 

NP info : NWS3පිරිමි ළමයා-nun වකාල්ලා-nun ළමයා-nun කුමාරයා-nun වකාලුවා-nun 

බාලයා-nun ගැටයා-nun වැඩ කරුවා-nun මානවකයා-nun ආවවත්ව කාරයා-nun  

 

RRULE      101 

MORP      

RULE      101 

OWORD: පිරිමි ලමයා 

MORP     CON-TS 

Generated  head word  : පිරිමි ලමයා 

OWORD:    

SMG ( 101) -CON-TS>   

RULE      226 

MORP     ACT-SPT-TS 

OWORD: කියවනවා 

SMG ( 226) -ACT-SPT-TS>කියවනවා 

NP info : NWS6ගෑනු ළමයා-nun වකල්ල-nun දැරිය-nun කුමරිය-nun යුවතිය-nun කුමාරිය-

nun පැටික්කි-nun බාලිකාව-nun මානවිකාව-nun ළදැරිය-nun  

 

RRULE      101 

MORP      

OWORD: ගෑනු ළමයා 

Generated  head word  : ගෑනු ළමයා 

RULE      101 

MORP     CON-TS 

OWORD:  ා 

SMG ( 101) -CON-TS> ා 

RULE      207 

MORP     ACT-SPT-TS 

OWORD:  දාරනවා 

SMG ( 207) -ACT-SPT-TS> දාරනවා 
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RULE      101 

MORP     CON-TS 

OWORD: ද 

SMG ( 101) -CON-TS>ද 

RULE      226 

MORP     ACT-SPT-TS 

OWORD: දක්වනවා 

SMG ( 226) -ACT-SPT-TS>දක්වනවා 

RULE      101 

MORP     CON-TS 

OWORD: පිණි  

SMG ( 101) -CON-TS>පිණි  

RULE      201 

MORP     ACT-SPT-TS 

OWORD: ඉවගනගන්නවා 

SMG ( 201) -ACT-SPT-TS>ඉවගනගන්නවා 

RULE      101 

MORP     CON-TS 

OWORD: ත් 

SMG ( 101) -CON-TS>ත් 

0.9284 :   දක්වයි  

0.0597 :   කියවයි  

0.0118 :    දාරයි  

0.0001 :   ඉවගනගයි  

#SP.4@VPA4: VP-(7, 7-VBP) ACT-SPT, VBP දක්වයි ,  කියවයි ,   දාරයි ,  ඉවගනගයි ,  

[SP.4@VPA] - - - update-sin-ph-action  >>  [genrate.701@sinph] 

SP.4@VPA I am the action verb read 

RULE      101 

MORP     CON-TS 

OWORD: එවිට 

 

 

 

 SP.4@VPAread I VPPPPPPPPPPPPPP ActionVerb 

SMG ( 101) -CON-TS>එවිට 

0.4644 :       

0.2533 :    ා  

0.2256 :   ද  

0.0201 :   එවිට  

0.0185 :   පිණි   

0.0182 :   ත්  

[SP.2@CNA] - - - update-sin-ph-action  >>  [genrate.701@sinph] 

NP info : NWS10වපාත-nun කෘතිය-nun පු ්තක-nun ග්‍රන්ථය-nun ප්‍රකරණය-nun  

 

RRULE      102 
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MORP      

OWORD: වපාත 

Generated  head word  : වපාත 

NP GEN101sdsv1විදයා ්ථානය 

 

RRULE      101 

MORP     NOS-TS 

OWORD: විදයා ්ථානය 

Generated  head word  : විදයා ්ථානය 

NP GEN101adjදී 

NP GEN101sdsv1පා ැල 

 

RRULE      101 

MORP     NOS-TS 

OWORD: පා ැල 

Generated  head word  : පා ැල 

NP GEN101adjදී 

NP GEN101sdsv1විදයාලය 

 

RRULE      101 

MORP     NOS-TS 

OWORD: විදයාලය 

Generated  head word  : විදයාලය 

NP GEN101adjදී 

NP GEN101පිරිමි ලමයා 

 

RRULE      101 

MORP      

OWORD: වකාල්ලා 

Generated  head word  : වකාල්ලා 

NP GEN101ගෑනු ළමයා 

 

RRULE      101 

MORP      

OWORD: වකල්ල 

Generated  head word  : වකල්ල 

NP GEN101sdsv1පාඨශාලාව 

 

RRULE      101 

MORP     NOS-TS 

OWORD: පාඨශාලාව 

Generated  head word  : පාඨශාලාව 

NP GEN101adjදී 

NP GEN101sdsv1විශ්වවිදයාලයවේ විදයාංශය 
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RRULE      101 

MORP     NOS-TS 

OWORD: විශ්වවිදයාලයවේ විදයාංශය 

Generated  head word  : විශ්වවිදයාලයවේ විදයාංශය 

NP GEN101adjදී 

NP GEN102වපාත 

 

RRULE      101 

MORP      

OWORD: කෘතිය 

Generated  head word  : කෘතිය 

NP GEN101sdsv1ශික්ෂාලය 

 

RRULE      101 

MORP     NOS-TS 

OWORD: ශික්ෂාලය 

Generated  head word  : ශික්ෂාලය 

NP GEN101adjදී 

0.8662 :   විදයාලවේ  දී 

0.1281 :   පා ැවල් දී 

0.0043 :   පාඨශාලාවේ දී 

0.0014 :   විදයා ්ථානයවේ  දී 

0 :   විශ්වවිදයාලයවේ විදයාංශයවේ  දී 

0 :   ශික්ෂාලයවේ  දී 

 

SP.6@PPA6: PP-(11, 13-PRP,DET,NWS) NOS, NWS විදයාලය  දී,  පා ැල  දී,  පාඨශාලාව  

දී,  විදයා ්ථානය  දී,  විශ්වවිදයාලයවේ විදයාංශය  දී,  ශික්ෂාලය  දී,  

[SP.6@PPA] - - - update-sin-ph-action  >>  [genrate.701@sinph] 

[genrate.701@sinph]   [MP-OK] 

[genrate.701@sinph] ->(Sinhala phrase Manager )  GET:[Message() from SP.2@CNA 

- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.2@CNA - 

Ontology ema - content none - header manager - conid 0001 - data for info - ln EN-

16]. 

NP GEN101වකාල්ලා 

 

RRULE      101 

MORP      

OWORD: ළමයා 

Generated  head word  : ළමයා 

NP GEN101sdsv1වකල්ල 

 

RRULE      101 

MORP      

OWORD: දැරිය 

Generated  head word  : දැරිය 
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[genrate.701@sinph] ->(Sinhala phrase Manager )  GET:[Message() from SP.4@VPA 

- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.4@VPA - 

Ontology ema - content none - header manager - conid 0001 - data for info - ln EN-

16]. 

[genrate.701@sinph] ->(Sinhala phrase Manager )  GET:[Message() from SP.6@PPA 

- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.6@PPA - 

Ontology ema - content none - header manager - conid 0001 - data for info - ln EN-

16]. 

NP GEN101කෘතිය 

 

RRULE      101 

MORP      

OWORD: පු ්තක 

Generated  head word  : පු ්තක 

NP GEN101sdsv1ළමයා 

 

RRULE      101 

MORP      

OWORD: කුමාරයා 

Generated  head word  : කුමාරයා 

NP GEN101sdsv1දැරිය 

 

RRULE      101 

MORP      

OWORD: කුමරිය 

Generated  head word  : කුමරිය 

NP GEN101sisv1පු ්තක 

 

RRULE      101 

MORP      

OWORD: ග්‍රන්ථය 

Generated  head word  : ග්‍රන්ථය 

NP GEN101sdsv1කුමරිය 

 

RRULE      101 

MORP      

OWORD: යුවතිය 

Generated  head word  : යුවතිය 

NP GEN101sdsv1කුමාරයා 

 

RRULE      101 

MORP      

OWORD: වකාලුවා 

Generated  head word  : වකාලුවා 

NP GEN101sisv1ග්‍රන්ථය 
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RRULE      101 

MORP      

OWORD: ප්‍රකරණය 

Generated  head word  : ප්‍රකරණය 

NP GEN101sdsv1යුවතිය 

 

RRULE      101 

MORP      

OWORD: කුමාරිය 

Generated  head word  : කුමාරිය 

NP GEN101sdsv1වකාලුවා 

 

RRULE      101 

MORP      

OWORD: බාලයා 

Generated  head word  : බාලයා 

NP GEN101sisv1ප්‍රකරණය 

0.8222 :   ව ාඳ වපාතක් 

0.0718 :   ව ාඳ ග්‍රන්ථයක්  

0.0631 :   ව ාඳ කෘතියක්  

0.0397 :   ව ාඳ පු ්තක්  

0.0032 :   ව ාඳ ප්‍රකරණයක්  

 

SP.5@NPA5: NP-(8, 10-DET,JJX,NWS) NOS, NWS ව ාඳ වපාත ,  ව ාඳ ග්‍රන්ථයක් ,  

ව ාඳ කෘති ,  ව ාඳ පු ්තක ,  ව ාඳ ප්‍රකරණයක් ,  

[SP.5@NPA] - - - update-sin-ph-action  >>  [genrate.701@sinph] 

 

 

 

 SP.5@NPAa good book I AM NPnull 

NP GEN101sdsv1කුමාරිය 

 

RRULE      101 

MORP      

OWORD: පැටික්කි 

Generated  head word  : පැටික්කි 

NP GEN101sdsv1බාලයා 

 

RRULE      101 

MORP      

OWORD: ගැටයා 

Generated  head word  : ගැටයා 

[genrate.701@sinph] ->(Sinhala phrase Manager )  GET:[Message() from SP.5@NPA 

- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.5@NPA - 
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Ontology ema - content none - header manager - conid 0001 - data for info - ln EN-

16]. 

NP GEN101sdsv1ගැටයා 

 

RRULE      101 

MORP      

OWORD: වැඩ කරුවා 

Generated  head word  : වැඩ කරුවා 

NP GEN101sdsv1පැටික්කි 

 

RRULE      101 

MORP      

OWORD: බාලිකාව 

Generated  head word  : බාලිකාව 

NP GEN101sdsv1වැඩ කරුවා 

 

RRULE      101 

MORP      

OWORD: මානවකයා 

Generated  head word  : මානවකයා 

NP GEN101sdsv1බාලිකාව 

 

RRULE      101 

MORP      

OWORD: මානවිකාව 

Generated  head word  : මානවිකාව 

NP GEN101sdsv1මානවකයා 

 

RRULE      101 

MORP      

OWORD: ආවවත්ව කාරයා 

Generated  head word  : ආවවත්ව කාරයා 

NP GEN101sdsv1මානවිකාව 

 

RRULE      101 

MORP      

OWORD: ළදැරිය 

Generated  head word  : ළදැරිය 

NP GEN101sdsv1ආවවත්ව කාරයා 

0.5302 :   ව ාඳ ළමයා  

0.3938 :   ව ාඳ වකාල්ලා  

0.0311 :   ව ාඳ කුමාරයා  

0.0117 :   සුභ වකාලුවා  

0.0098 :   ව ාඳ වැඩ කරුවා  

0.0095 :   ව ාඳ බාලයා  
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0.0061 :   ව ාඳ ගැටයා  

0.0058 :   ව ාඳ පිරිමි ලමයා  

0.0017 :   ය පත් මානවකයා  

0.0004 :   ව ාඳ ආවවත්ව කාරයා  

 

SP.1@NPA1: NP-(1, 3-DET,JJX,NWS) NOS, NWS ව ාඳ ළමයා ,  ව ාඳ වකාල්ලා ,  ව ාඳ 

කුමාරයා ,  සුභ වකාලුවා ,  ව ාඳ වැඩ කරුවා ,  ව ාඳ බාලයා ,  ව ාඳ ගැටයා ,  ව ාඳ පිරිමි ලමයා ,  

ය පත් මානවකයා ,  ව ාඳ ආවවත්ව කාරයා ,  

[SP.1@NPA] - - - update-sin-ph-action  >>  [genrate.701@sinph] 

 

 

 

 SP.1@NPAthe good boy I AM NPnull 

NP GEN101sdsv1ළදැරිය 

0.621 :     ල ් න දැරිය  

0.2074 :   ල ් න වකල්ල  

0.1079 :   ල ් න කුමරිය  

0.0266 :   ල ් න යුවතිය  

0.0174 :   ල ් න ගෑනු ළම  

0.0108 :   ල ් න පැටික්කි  

0.0076 :   ල ් න කුමාරිය  

0.0006 :   ල ් න බාලිකාව  

0.0004 :   ල ් න ළදැරිය  

0.0003 :   ල ් න මානවිකාව  

 

SP.3@NPA3: NP-(5, 6-JJX,NWS) NOS, NWS ල ් න දැරිය ,  ල ් න වකල්ල ,  ල ් න 

කුමරිය ,  ල ් න යුවතිය ,  ල ් න ගෑනු ළම ,  ල ් න පැටික්කි ,  ල ් න කුමාරිය ,  ල ් න 

බාලිකාව ,  ල ් න ළදැරිය ,  ල ් න මානවිකාව ,  

[SP.3@NPA] - - - update-sin-ph-action  >>  [genrate.701@sinph] 

 

 

 

 SP.3@NPAbeautiful girl I AM NPnull 

[genrate.701@sinph] ->(Sinhala phrase Manager )  GET:[Message() from SP.1@NPA 

- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.1@NPA - 

Ontology ema - content none - header manager - conid 0001 - data for info - ln EN-

16]. 

[genrate.701@sinph] ->(Sinhala phrase Manager )  GET:[Message() from SP.3@NPA 

- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.3@NPA - 

Ontology ema - content none - header manager - conid 0001 - data for info - ln EN-

16]. 

EnSiMaS Phrase list 

------------------------- 
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1: NP-(1, 3-DET,JJX,NWS) NOS, NWS  ව ාඳ ළමයා ,  ව ාඳ වකාල්ලා ,  ව ාඳ 

කුමාරයා ,  සුභ වකාලුවා ,  ව ාඳ වැඩ කරුවා ,  ව ාඳ බාලයා ,  ව ාඳ ගැටයා ,  ව ාඳ පිරිමි ලමයා ,  

ය පත් මානවකයා ,  ව ාඳ ආවවත්ව කාරයා ,  

2: CN-(4, 4-CON) CON, CON     ,   ා ,  ද ,  එවිට ,  පිණි  ,  ත් ,  

3: NP-(5, 6-JJX,NWS) NOS, NWS  ල ් න දැරිය ,  ල ් න වකල්ල ,  ල ් න කුමරිය ,  

ල ් න යුවතිය ,  ල ් න ගෑනු ළමයා ,  ල ් න පැටික්කි ,  ල ් න කුමාරිය ,  ල ් න බාලිකාව ,  

ල ් න ළදැරිය ,  ල ් න මානවිකාව ,  

4: VP-(7, 7-VBP) ACT-SPT, VBP  දක්වයි ,  කියවයි ,   දාරයි ,  ඉවගනගනියි ,  

5: NP-(8, 10-DET,JJX,NWS) NOS, NWS  ව ාඳ වපාත ,  ව ාඳ ග්‍රන්ථයක් ,  ව ාඳ කෘති ,  

ව ාඳ පු ්තක ,  ව ාඳ ප්‍රකරණයක් ,  

6: PP-(11, 13-PRP,DET,NWS) NOS, NWS  විදයාලයවේදී,  පා ැවල්  දී,  පාඨශාලාවේ  දී,  

විදයා ්ථානයවේ  දී,  විශ්වවිදයාලයවේ විදයාංශය  දී,  ශික්ෂාලයවේ  දී,  

Verb Position 3 

Subject Position 2 

 

 

#දැරිය දක්වනවා   0.562 

#දැරිය කියවනවා   0.366 

#දැරිය  දාරනවා   0.043 

#දැරිය ඉවගනගන්නවා  0.028 

 

 

#වකල්ල කියවනවා  0.726 

#වකල්ල දක්වනවා  0.17 

#වකල්ල  දාරනවා  0.056 

#වකල්ල ඉවගනගන්නවා  0.048 

 

 

#කුමරිය දක්වනවා  0.41 

#කුමරිය කියවනවා  0.362 

#කුමරිය  දාරනවා  0.169 

#කුමරිය ඉවගනගන්නවා  0.059 

 

 

#යුවතිය කියවනවා  0.518 

#යුවතිය දක්වනවා  0.39 

#යුවතිය ඉවගනගන්නවා  0.062 

#යුවතිය  දාරනවා  0.03 

 

 

#ගෑනු ළමයා කියවනවා  0.626 

#ගෑනු ළමයා දක්වනවා  0.251 

#ගෑනු ළමයා  දාරනවා  0.073 

#ගෑනු ළමයා ඉවගනගන්නවා 0.05 
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#පැටික්කි කියවනවා  0.694 

#පැටික්කි ඉවගනගන්නවා 0.18 

#පැටික්කි දක්වනවා  0.126 

#පැටික්කි  දාරනවා  0 

 

 

#කුමාරිය දක්වනවා  0.488 

#කුමාරිය කියවනවා  0.377 

#කුමාරිය  දාරනවා  0.093 

#කුමාරිය ඉවගනගන්නවා  0.041 

 

 

#බාලිකාව දක්වනවා  0.423 

#බාලිකාව කියවනවා  0.311 

#බාලිකාව  දාරනවා  0.265 

#බාලිකාව ඉවගනගන්නවා 0 

 

 

#ළදැරිය දක්වනවා  0.882 

#ළදැරිය කියවනවා  0.097 

#ළදැරිය  දාරනවා  0.022 

#ළදැරිය ඉවගනගන්නවා  0 

 

 

#මානවිකාව කියවනවා  0.935 

#මානවිකාව දක්වනවා  0.065 

#මානවිකාව  දාරනවා  0 

#මානවිකාව ඉවගනගන්නවා 0 
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Appendix B: 

EnSiMaS User Manual 

System Overview 

EnSiMaS is fully Java-based English to Sinhala Machine Translation system. 

EnSiMaS also a multi-agent system should capable to communicate with each other 

and provides accepted translations for given English text. The system uses Multi agent 

and phrase-based psycholinguistics parsing approach to provide appropriate Sinhala 

translations.      

 

System features 

In general, the system consists of the following features 

1. The system is fully Java-based Therefore it should capable to run on any 

Machine 

2. Provide Grammatically correct translation with Sinhala Morphological 

generation 

3. Provide Multiple solutions 

4. Can customize the Ontology for better results 

 

System Requirements 

The following is the software and hardware specification for the EnSiMaS 

• Any Operating System with JRE 1.7 or above and Sinhala Unicode support 

• Internet connection for a better solution 

• 2GB Ram or above 

 

Installation 

No need to install just click on the EnSiMaS.jar (or user can execute RUN.bat). then 

the system should appear the Main translation interface. 
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User Interfaces 

Translator consists of a simple GUI with some useful supporting features. Main 

translation system should consist of Main menu, ToolPanel, Input and output text 

fields. 

EnSiMaS Translator (Buddi Translator) 

The following figure shows the user interface of the EnSiMAS.  

 

 

 

 

 

 

 

 

 

 

Enter English Text here to translate 

Translated Sinhala Sentences  

Click this button to start the 

translation process 

Tool palette 

Progress Indicator 
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EnSiMaS Dictionary 

 

 

Tool Platte  

The tool palette consists of 8 components to provide an easy way to translation.  

 

 

  

Click here to clear text and 

ready for new translation 

Click here to enable or disable 

automated clip bard reading 

(system automatically take 

clipboard as the input 

Click here to change the 

font size  

Click here to check 

updates (ontology update)   

Click here to change the system 

settings including Proxy server 

settings for internet, Default 

fonts, MaSMT settings for better 

agent communication Click here to insert edit 

or change existing 

ontology  

Online help   
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Appendix C: 

Sample of evaluation form  
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Appendix E: 

MaSMT Development Guide  

 


