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Abstract

Machine translation is a cost-effective, quick, and widely accepted automated language
translation method that has become essential in the modern and ever more globalized world.
Machine translation can be done with one or more different approaches, including dictionary-
based, rule-based, example-based, phrase-based, statistical, or neural-linguistic approaches.
Nevertheless, most of the existing machine translation systems show a quality gap when
compared with human translation. Thus, human translation has been considered as the best
language translation method sofar. Human language translation is a complex and
opportunistic process depends on human memory. This human language translation process
has been described through a few theories. Among them, the garden path model and the
constraint satisfaction model are two fundamental approaches available for human language
translation, especially concerning sentence parsing with meaning. These two theoretical
models demonstrate how to select suitable words in the phrase of a sentence to generate
accepted meanings. Based on these two theories, a hybrid approach to machine translation
has been proposed. This proposed approach is stimulated by how people parse and translate a
sentence by putting available phrases together with accepted meaning. According to the
approach, translation is done in three stages. In the first stage, the system analyses the given
sentence by considering the morphology, syntax, and semantics of the source language. Then,
the system uses phrase-based translation and translates each phrase into the target with
multiple solutions. The phrase translation is done considering the four factors of
psycholinguistic parsing techniques, such as phrase structure, semantic features, thematic
roles, and probability. Finally, considering all the translated phrases, the system should be
capable of identifying suitable target language phrases to take accepted meanings, considering
subject-verb and object-verb agreements. After the subject-verb-object agreement, other
available phrases in the sentence should be capable of re-arranging according to the accepted
subject, object, and verb phrases.

This approach has been simulated with the multi-agent system named EnSiMaS, which
translates English text into Sinhala. The EnSiMaS was implemented on the MaSMT
framework, which was specially developed for agent-based machine translation. The
EnSiMaS comprises of 26 language processing agents on both source and target languages.
These agents were clustered into six agent swarms considering morphological, syntactical,
and semantical concerns of the source and the target languages. In addition to these language-
processing agents, the system should be able to create an agent dynamically for each source
language phrase. These dynamically created phrase agents should be capable of
communicating with other relevant phrases and taking the accepted solutions.

The EnSiMaS was tested with 85 sample English sentences. For each English sentence, three
different translations were taken. According to the evaluation result, the system shows an
8.77% word error rate, a 6.72% inflexion error rate, and a 5.37% sentence error rate for the
first, second, and third translations. In addition, calculated BLUE scores show 0.89160756,
0.52009204, and 0.43581893 for the first, second, and third translations. Then randomly
selected 25 samples sentences are used to calculate the adequacy and fluency of the EnSiMas.
Adequacy and fluency rates were taken from 55 human evaluators considering the human-
translated reference sentences. The Kendal’s Tau correlation coefficient shows that there is a
weak positive association between adequacy levels of human translations vs EnSiMas system
translations and moderate positive association between fluency levels of human translation
and EnSiMaS system translation. Further, according to the Fleiss Kappa coefficient method,
there is a significant fair agreement on raters for adequacy and fluency ratings.

Keywords: Machine Translation, Multi-agent systems, Human Language Processing,
MaSMT, EnSiMaS
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CHAPTER 1
INTRODUCTION

1.1 Prolegomena

Language translation is a process of communication of meaning from one language
into another using a human or a machine [1]. The word translation is derived from the
Latin word translation, which refers to the meaning of carrying or bringing across [2].
Thus, translation can be defined as carrying or bringing meaning from one language
to another. Language translation tasks have more than two thousand years of a long
history. Historically, in the Asian region, a Buddhist monk, Kumarajiva [3], translated
Buddhist texts written in Sanskrit to Chinese in 868 Common Era, which was the first-
ever recorded translation task in the Asian languages. In the Western world, a
collection of Jewish Scriptures translated into early Koine Greek in Alexandria has

been considered as the first recorded attempt for language translation [4].

In the early days, all the translation tasks were conducted by humans who had sound
knowledge of both source and target languages [5]. However, considering the limited
human resources and time taken for the translations, human-based language translation
takes more cost [6]. Further, current statistics of the world show that there are listed
7,111 living languages and 3,995 languages have writing systems [7]. Thus, language
translation requirements of the present globalised world cannot be sufficient through
only the human translation [8]. It requires accurate machine translation systems. As a
result of this, automated machine translation is more popular than human-based

language translation [9].

Machine Translation (MT) is an automated process of the language-translation which
was done by the Machines. MT is classified under the task of Natural Language
Processing (NLP) in the area of Artificial Intelligence (AI)[10]. Further, In general,
MT systems translate one language text (source language) into another language
(target language) considering the meaning of the source language text. MT systems
consider the given input source and identify morphological, syntactic, and semantic

relations. According to the morphological, syntactical, and semantic information

1



available on the source language sentence(s), machine translation systems are capable
of identifying a suitable target language context [11].
Further, number of well-known approaches are available for machine translation,
including dictionary-based [12], rule-based [13] , phrase-based [14] , interlingua [15]
, Knowledge-based [16], Example-based [17] , Statistical [18], Neural-MT [19] , and
Hybrid [20]. Most of these approaches use different translation techniques and
demonstrate deferent performance for language translation.
Direct transfer, syntax transfer, and interlingua are the three main classifications of the
rule-based Machine Translators. Most of the direct transfer systems are responsible
only to the morphological level [21]. Therefore, the direct transfer system succeeds
only in closely related languages[22]. The syntax level transfer systems are
responsible for both morphology and syntax levels [23]. However, less concern goes
to the semantic level. Interlingua translation gives attention fully to all these
morphological, syntactical, and semantic levels [24].
Further, the rule-based translators follow a set of morphologic, syntactic, and semantic
rules to deliver their translation [25]. In general, rule-based systems capable to provide
grammatically correct translations. The phrase-based approach shows the
morphological and syntactical (especially phrase-level) analysis for the machine
translation. The corpus-based approach uses some corpus-based methods (statistical
or example-based) for target language selection [26]. The neurolinguistics approach
[27] is modern and one of the most successful approaches to MT that follows machine
learning techniques. However, it should require more training and more language
resources (more resources for both source and target languages) to provide accurate
translations.

Further, natural languages are more complex, and they differ from language to
language. Thus automated language translation is a challenging task from the last
seven decades. In some complicated situations, there is a quality gap between human

translation and machine translation [28] [29].

Theoretically and technically, humans’ language translation process differs from

existing machine translations. The human language translation procedure is considered

2



as a complex and opportunistic process that is based on human ontology (human
memory) [30]. For instance, different people give different translations for the same
text. The humans' language parsing is also based on phrase structure, semantic
features, thematic roles, and probability [31]. Also, several psycholinguistic models
are available to demonstrate the task of language translation. The Garden Path Model
(GPM) [32] and the Constraint Satisfaction Model (CSM) [33] are the two models
available for human language translation. These models demonstrate how to select
suitable words in the phrase of a sentence to take accepted meaning [34].

Note that the GPM is a serial modular parsing model that takes a solution according to
the selected meaning at the beginning of the reading. The CSM uses all the available
probabilistic information in the sentence at once to take a solution.

Considering GPM and CSM psycholinguistic models, a novel approach is proposed
for machine translation [35]. This proposed approach also differs from existing

systematic computer-based fully automated machine translation approaches.

This thesis presents a novel approach to machine translation that models human
language translation concepts for automated machine translation. The approach has
been simulated through the multi-agent system(MAS), EnSiMaS (English to Sinhala
Multi-agent System). The EnSiMaS has been implemented through a specially

developed multi-agent development framework named MaSMT [36].

This chapter contains a brief overview of the entire thesis including a brief introduction
to the field of interest; the problem has been addressed, the aim and objectives, a brief

introduction of the proposed approach and layout of the thesis are also presented.

1.2 Aim and Objectives

This thesis proposes a hybrid approach to MT that implements the human language
translation approach to machine translation through multi-agent technology.
Therefore, the aims of this research to design and develop an English to Sinhala



machine translation system by using Multi-agent System Technology. To achieve the

above aim, the following objectives have been recognised:
1. Critically review of existing machine translation approaches and systems.

2. An in-depth study to model Sinhala and English languages to build an
ontology for agents.

3. Critically review multi-agent technology for MT.

4. Define a language translation method that is capable of translating English
text into Sinhala like a human.

5. Design and develop a machine translation system using multi-agent system
technology.

6. Evaluate the system.

1.3 Problem in Brief

Compared with a human translated result, the current machine translation systems
produce less quality translation [37]. Thus, there is a translation quality gap between

the human translated results and the machine-translated results.

1.4 The Scope of the Research

The scope of this research is limited to develop a MAS that translates English to
Sinhala only.

1.5 Hypothesis

Multi-agent technology can be used to design a machine translation system capable of
processing morphology, syntax and semantics interactively, like humans, rather than

sequentially, as current machine translation systems
4



1.6 Human Translation to Machine Translation

Language translation is not an easy and straightforward task because of the complexity
of natural languages. The humans’ language translation requires several types of
linguistics knowledge [38] including common-sense knowledge, morphological
knowledge, phonological knowledge, pragmatic knowledge, semantics knowledge,
and syntactic knowledge [39]. This linguistics knowledge differs from person to
person. Note that human language translation is an opportunistic process done by the
human to convert meaning from one language into a known another language
considering the semantics, syntax, and morphology as required [40]. Theoretically,

human translation can be considered with three assertions, namely:

Opportunistic rather than algorithmic: The translation process varies from
context to context (sentence to sentence). The procedure of the translation is

complex, and the algorithmic process cannot apply for the translation process.

2. Based on human knowledge: The result of the translation varies from person to
person. For instance, the same sentence can be translated differently.

3. Vary from sentence to sentence: Semantics concern has been done through the

sentence level, and the translation is based on the phrase-level [41].

The translation proceeds by the humans, reading word by word left to right (English
has a left-to-right word order). By reading words, humans are capable of identifying
available phrases and doing some translations. Then by connecting each phrase, the
final translation can be obtained.

Note that the phrase-level translation has been considered as one of the best translation
methods that have been identified by many researchers [42] [43]. However, according
to the complication of the natural languages and the psycholinguistic activities done
by humans, the procedure of the translation is not defined yet. In addition, the weight

of the above four factors affected for the translation, namely phrase structure,



semantics, thematic rules, and probability, which are involved in the translation, is also
unknown. Thus, the identification of the human language translation process is also a
research-challenging task.

With the above facts, this research has been conducted through the three stages. As the
first stage, the procedure of an English to Sinhala human translation process was
identified with human support. Then, a suitable agent model was designed to simulate
the humans’ translation procedure. Finally, MAS has been developed to simulate the

proposed approach.

1.7 Proposed Approach to Machine Translation

The proposed approach is based on how humans translate the given English sentence
into Sinhala through psycholinguistic parsing techniques. According to the approach,
translation has been done through the hybrid method, including the phrase-based
psycholinguistic approach and the multi-agent approach. The phrase-based
psycholinguistic approach is powered through the two main psycholinguistic theories
for language parsing, namely the garden path model (GPM)[44] [45] and the constraint
satisfaction model (CSM) [46].

According to the GPM, The reader takes word by word form left-to-right and generates
(Re-build) the meaning according to the existing context using some assumptions
while they are reading. Sometimes new information presents on the latter part of the
sentence, which is not matched with the existing assumptions [47]. Then it should be
required to find another suitable assumption for the existing context. According to the
above facts, the GPM is restricted to a single context. However, the CSM uses all the

available information at once.

The proposed approach is based on these two models and uses combined methods from
the above two models. According to the approach, the translation system takes all the
possible solutions for each English phrase available in the input English sentence.
Then phrase-level translation has been done considering phrase structure, thematic

relation, and probability.



Among translated Sinhala phrases, the best Sinhala translation for the subject phrase
is selected considering the probability. After that, a suitable Sinhala verb (through the
verb phrase) is selected according to the selected Sinhala subject phrase (use subject-
verb communication). The object has been selected according to the previously
selected subject and verb. Then reset of the part is selected according to the selected

subject, verb, and object.

Multi-agent technology has been used to simulate the above translation process.
Through the morphological and syntax processing of the source language, available
phrases are identified considering their thematic relations and phrase structure. This
source language analysis can be done through the agents, which are capable of
identifying morphological and syntactical relationships on the input sentence. Then
relevant Sinhala translations are taken for each English phrase with considering the
phrase structure, thematic rules for the phrase, and the probability of the usage. The
Sinhala morphological generation system also gives support to Sinhala phrase
generation. Further, phrase agents are created by putting English phrases and the
translated Sinhala phrases into the agent’s knowledgebase. These phrase agents are
capable of communicating with required other agents to identify suitable Sinhala
translation phrases from an existing list of translations. For instance, the subject agent
communicates with verb agents and identifies suitable Sinhala verb phrases for the
existing subject phrases. Subsequently, the object agent communicates with a relevant
verb phrase agent and selects a suitable Sinhala object phrase. After selecting suitable
Sinhala phrases, the system should be capable of generating a Sinhala sentence by
rearranging the order of the existing translated phrases with support from the Sinhala
syntax generation system. Applying the same procedure, the system should be capable

of generating multiple Sinhala translations for the different Sinhala subject phrases.

1.8 Resource Requirements

The following software and hardware resources list needed to accomplish the research.



JDK 1.8 or above; SQL.ite and NetBeans 8.0 have been used to implement the proposed
MAS. Further, the entire system has been developed through Java. Therefore, to
execute the system, JDK 1.8 or above and SQL.ite are required.

1.9 Chapter Organisation

The rest of this thesis is arranged as follows.

The second chapter of the thesis reports a literature review on MT with a detailed
description of the history of machine translation, existing approaches, systems, and,

finally, some issues with machine translation.

In the third chapter of the thesis presents literature of the English and Sinhala
languages with a computational model for both languages as per morphological,
syntactical, and semantical concerns on both languages.

The fourth chapter of the thesis discusses natural language processing techniques
related to machine translation, including morphological analysis, syntax analysis,
morphological generation, and syntax generation etc.

The fifth chapter of the thesis discusses the multi-agent system technology, including
agents, agent communications, existing systems, and agent development frameworks.
Finally, it gives a complete note on the MaSMT framework, which was specially
designed for the ESMT.

The sixth chapter reports the proposed approach. This chapter also presents the
hypothesis of the project including the input, translation process, output, and the

important features of the proposed system.

The seventh chapter is about the design of the proposed EnSiMasS.



The eighth chapter reports the implementation details of the EnSiMasS including
English-Sinhala knowledgebase (lexical database), the phrase-based translation tool,

and the EnSiMas classical translator.

The ninth chapter of the thesis explains applications of EnSiMaS”, namely, the English
to Sinhala bilingual dictionary, the phrase-based tool, and the EnSiMaS translator.
Besides, this chapter also reports an evaluation of the EnSiMaS, including

methodology, steps, and the result of the evaluation.

The conclusions and further works are given in chapter ten.

1.10 Summary
This chapter briefly discussed the introduction of the research by highlighting human

translation and machine translation. The research problem addressed in the thesis is
given along with objectives to the approach proposed by the thesis. At the last section,
a brief description of the thesis layout was reported. The next chapter critically reviews

existing approaches and systems in machine translation.



CHAPTER 2
STATE OF THE ART IN MACHINE TRANSLATION

2.1 Introduction

The previous chapter presented an introduction to the research by highlighting human
translation and machine translation. The research problem addressed in the thesis was
also presented along with objectives. This chapter gives a critical review of machine
translation, including existing approaches, systems and issues.

2.2 Fundamentals of Machine Translation

Machine translation (MT) is a way of converting the meaning of one language into
others through a software program. In general, most machine translation systems are
required to analyse the source and generate target while considering the meaning of
the source. Thus, machine translation can be demonstrated as a meaning translation
procedure, which was done by computers. Figure 2.1 shows the general pipeline of
MT.

Source Source Language Translation Target Language Target Language
Language Text Analysis Generation Text

Figure 2.1: General pipeline of MT.

According to this pipeline, the translation process can be considered as a sequential
process of the source language analysis into the target language generation. Thus, the
translation accuracy may vary from approach to approach and levels of language
analysis and generation have been considered in the translation. In this point of view,
the process of the machine translation can be categorised into six levels, namely
lexical, morphological, syntax, semantics, pragmatic, and interlingua [48]. A lexical
level machine translation system only considers lexical entities (most of these
translators are dictionary-based translation systems). The morphological level system

considers lexical and morphology for both source and target languages. Subsequently,
10



syntax, semantics, and pragmatic level transfer systems use language processing up to
that level. Among all these types of systems, the interlingua system gives complete
analysis and generation on all aspects of text processing. Figure 2.2 shows the said
diagram of the translation, which is already known as the machine translation pyramid.

Source: Interlingua in Google Translate [49].

Interlingua

Pragmatic

2
.v"'
i""'
P

v
\'??'

,‘53\ Semantics
&
T

Syntax

L

Morphology

v

Lexical or surface

Source Target
Figure 2.2: Machine Translation Pyramid

Further, several well-known approaches are available for Machine Translation
including rule-based, syntax-based, statistical, example-based, and neural linguistics.
These approaches take different techniques for language processing. Thus, the quality
of the translation may vary from approach to approach.

At the earliest age, rule-based systems are commonly used for machine translation. In
the middle age, most of the systems use corpus-based methods with statistical
techniques. Neural linguistics (including machine learning capabilities) is the modern
and most accurate approach for MT. With this point, a brief description of the history

of machine translation has been noted below.
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2.3 Brief History

Natural language processing research (especially in MT research) has more than a
seventy-year history. From a historical point of view, the dictionary look-up system
was the first NLP application that was developed at Birkbeck College, London in 1948
[50]. In the meantime, Brand wood and Cleave made a mechanical calculator [51],

which was capable of handling some linguistic problems [52].

In 1948, Booth and Richens introduce a dictionary lookup procedure to handle
machine translations [50] using a mechanical dictionary. In 1951, a summary was
taken considering issues and benefits of machine translation to satisfy translation
demands, particularly in science [53]. According to this summary report, various
options for machine translation, including different approaches (mixed MT) and the
process of human translation were reported. Besides, this summary report proposed a
post-editor, which was considered to handle semantic ambiguities and pointed out an
ability to solve grammatical ambiguities automatically through considering the
operational syntax[54]. This summary report is the first attempt to take a machine
translation process as a human translation. However, existing technologies were not

very powerful to simulate the human translation process in those days.

The first machine translation conference was held in 1952 at MIT [55]. At the
conference, all participants agreed on the need for pre-editing and post-editing. Also,
they agree to give every possible version of the translation and idiomatic phrases [56]
should either be included as units in the lexicon, as a solution for the machine

translation.

A word-for-word machine translation system for Russian text into English was
introduced by the Perry at MIT in 1952 [57] as a simple dictionary lookup system. In
the next decade, most researches used a trial-and-error approach to develop machine
translation systems [58] for English to other languages. Historically, the first MT
system (Russian into English ) was developed in 1950 [59]. In 1958, the first practical
MT system (Russian text into English) was implemented by the IBM to US Airforce

12



under the direction of Gilbet King [48]. After 1970, SYSTRAN [60] implemented a
new Russian-English MT system to replace the previous MT system of the US
Airforce.

In 1980, computer-aided translations were the most successful approach for MT,
especially for Japanese- English [61]. After 1980, several machine translation research
was done in many areas. Among others, corpus-based machine translation approach
has been the most popular approach until now. At present, neural machine translation
is the most successful approach for MT which was first introduced by Google in 2016

[37]. Figure 2.3 shows some historical development of machine translation.

The above timeline only shows some selected remarkable developments. The next
section reports some popular approaches to machine translation.

Time
—r— 2020 A
' Machine Learning approaches
[ Google Meural Machine Translation ]7— 2016 *
1
Statistigal approach

1
Hybrid Apprach
R, LT
1
I 1
|

CompulerAided Translation |

[ Google Statistical Translation

—
-

Rule-based Approach |

[ Japanese English Computer Aided Translator ]7— 1980
A
1
[ Russion to English Translator by SYSTRAN ]7— 1970 I |
1
] Trail and error Approach
| Russion to English Trail and error translator }7— 1958 1
1
Russion to English word by word transiator —t— 1952

Direct translation

Dictionary look-up system ]7— 1948

Figure 2.3: Historical Development of the MT
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2.4 Existing Approaches to Machine Translation

MT systems can be considered according to their translation approach, or level of
language processing that has been done. In general, interlingua, rule-based, human-
assisted, and statistical approaches are some common approach to MT. All these MT
approaches have their features and limitations. Figure 2.4 shows the taxonomy of

machine translation.

Machine Translation Approaches

Lo I A L

Dictionary
Based
[91]192]

Knowledge
Based
[142][143]

Other
[159][160]

Rule Based
[135][137]

Transfer Interlingua

un
pssisted Based [69] [70] [73]

[78] [81]

ruman ‘

Corpus Based ‘

! , | | ‘ }

Word Based Phrase Based Syntax Based E}éir:é)ée Statistical MNeuro Lingistics
[58][59] [147]148] [99] [109]110][112] [116]121][128] | | [134][135][136]

Hybrid
[163][159]

Figure 2.4: Taxonomy of the Machine Translation

2.4.1 Interlingua approach

The machine translation systems can be classified into three main groups, such as
direct, transfer, and interlingua[62]. The interlingua approach first takes source
language text and translated into abstract language-independent representation called
interlingua. Then generates target language form that representation [63]. Generating
a language-independent representation for the source text is difficult tasks in practice
[64]. However, this approach gives an easier way to add a new language (easily used
for multiple language translation) than all other methods. The main limitation of the
interlingua approach is the meaning representation of the source language. Note that,
if the meaning of the source language is more complex, then generation will be too

difficult. The theoretical point of view, the interlingua approach is the top-level
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approach of the level of machine translation that is available in the machine translation
pyramid. Therefore, an interlingua system requires all the levels of language analysis
and generation tasks including morphology, syntax, semantics, and pragmatic levels.

Figure 2.5 shows the translation process of the interlingua machine translation.

éource Languagé' :/""Target Ianguage“"\:
Input A A Output A
Morphological Analysis ~ f------------- | ’Morphological Rulesy ---------- - Morphological Generation
- A
Syntactical @ 0-------------- Grammar ) M Syntactical Generation
Analysis e -
— A
Semantics @ 00 -------------- { Bilingual Dictionar‘jt ----------- Semantics Generation
Analysis e ~

Language In-depended Model

Figure 2.5: Translation process of the interlingua MT

For instance, the numbers of early systems use the interlingua approach for its
language translation including English to Arabic MT [65] and Chinese-English MT
(ICENT) [66]. Further, The Thai to English MT is another interlingua based machine
translation system.[67]. This system translates Thai sentences into interlingua using
LFG grammar [68].

In the early stages, UNITRAN [69] was developed as an interlingua system that

translates English, Spanish, and German using the parameter-setting method. This
15



system also characterises language distinctions on both syntactic and lexical-semantic
levels.

In the Indian region, the English-Hindi interlingua-based machine translation system
was developed [70]. Language knowledge was implemented using the universal
networking language [71]. This system should be capable of handling a single sentence
at once and defines a “semantic net-like structure” to represent the semantics [72] on
the sentence.

An interlingua based MT has been developed for Sanskrit to English [73] using
Paninian framework [74]. This system uses Sanskrit text as an input and builds an

interlingua. Then it uses interlingua representation for convert (mapping).

Further, machine translation with multiple approaches is a common trend in the field
of machine translation. Yichao et al. have successfully applied a neural interlingua

technique for multilingual machine translation [15].

Note that, the interlingua approach for machine translation is a bit difficult, which is
required a complete knowledge of both source and target languages.

2.4.2 Human-Assisted/Computer-Aided Translation

Computer-assisted or computer aid translation system [75] uses human support for the
machine translation, through the pre-editing, post-editing, or intermediate level. These
types of systems still used only for low resource language translations. Note that
interactive translation where humans and machines co-operate is more successful to

archive human-quality machine-translated solutions[76].

The human-assisted approach is much popular for low resource languages, and that
gives human interaction (editing) for pre, post or intermediate stages. Therefore, these
types of translation systems are considered as semi-automated machine translation
systems. There are a number of CAT tools available, including OmegaT [77] and
MemoQ. Note that, OmegaT is a free, open-source Java-based Computer-Assisted

translation tool (translation memory application) use by the many people to edit and
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translate their document easily. The most useful feature was available on the OmegaT
including customizable segmentation feature, and spell checking facilities [78].

MemoQ [79] is other popular computer-assisted translation software, that can be run
on Windows. MemoQ [80] also provides translation memory, terminology, machine

translation integration and reference information management facilities.

Few CAT tools have been developed for Indian languages including, Anglabharthi,
Mantra and Anusaaraka [81].

Anglabharti [82] is one of the popular machine aided translation system for English to
Indian languages. This system uses a pattern directed approach with context-free
grammar like structures [83]. This CAT tool provides a human-engineered post-editing
package for the target language to make the final corrections. With human support,
this approach provides more quality than the transfer approach but less than the

interlingua approach.

MANTRA [84] is another Machine assisted translation tool to translate Indian
language documents, especially for the selected domain. MANTRA uses Tree
Adjoining Grammar (TAG) [85] and Mildly Context-Sensitive Grammar [86] for
parsing and generation. In addition to that, MANTRA provides multiple output
selection, online word addition, grammar creation, and updating facilities [87].”

At the early stage, Anusaaraka [88] MT provides human aided translation for a few
Indian languages with supporting the Paninian Grammar model [89]. Besides, English-

Hindi Anusaaraka translates English text into Hindi [90].

Note that, human-assisted translation tools or CAT tools can be considered as a semi-
automated tool that provides pre-editing, post-editing, or intermediate editing
facilities. Generally, these tools available only for low resources and or complex

languages.
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2.4.3 Dictionary-based Machine Translation

The dictionary-based MT is one of the early approaches to machine translation
categorised under direct translation. The translation process of the approach is based
on the dictionaries (resources availability on dictionaries). These translation systems
give attention for word level (some systems should be capable of handling
morphology); however, not much concern on other levels. In general, the dictionary-
based translation is based on word-by-word (word level) translations. For that, this
approach is more accurate on languages that are closely related (like Pali and Sinhala
languages [91], Czech and Russian [92]). Also, the performance of the dictionary-
based translation can be enhanced by introducing the source language morphological
analyser and target language morphological generator for the translation. Figure 2.6
shows the general pipeline of the dictionary-based MT system. Further, the improved
design of the dictionary-based MT system is shown in Figure 2.7.

Bilingual Target Language
Dictionary Marphological Target Language
: Text
Look-up Generation

Figure 2.6: General pipeline of the dictionary-based MT

Source Language
Marphological
Analysis

Source
Language Text
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Figure 2.7: Design of the dictionary-based MT

According to the improved design, three dictionaries (source, target and bilingual
lexical resources) required to complete the translation. Pali to Sinhala MT can be

considered as an application for the dictionary-based MT [91].

2.4.4 Rule-based Machine Translation

The Rule-based MT (RBMT) is the classical approach for MT based on linguistic
information about the source and target languages. More importantly, the RBMT
system uses a set of language-specific rules to provide grammatically correct
translations [93]. In general, the RBMT system contains five main Language
processing modules with several lexicon dictionaries [13]. Figure 2.8 shows the

general design architecture of the RBMT.
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Figure 2.8: Components of the RBMT system

Numbers of MT systems use a rule-based approach. Among others, Apertium [94] [95]
is an open-source RBMTS, that translates related languages through the shallow-
transfer approach [96]. At present, Apertium commonly used as a toolbox to develop
RBMT systems.

Toshiba [97] is another RBMT for English to Japanese vice versa. The Toshiba uses
seven steps language processing method with semantic transfer schema to develop

grammar system called Lexical Transition Network Grammar [98].

BEES (Bilingual expert for English to Sinhala) is one of the rule-based English to
Sinhala Machine Translation System (ESMTS), that can translate grammatically
correct English sentence into Sinhala through the direct transfer techniques [99]. The
BEES system consists of five language processing modules for machine translation
namely, English Morphological analyzer [100], English Parser, English to Sinhala
translator, Sinhala Morphological generator and Sinhala composer [101]. In addition,

the system uses Sinhala word conjugation rules for Sinhala grammatically correct
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word generation [102]. Further, the BEES system uses three Prolog based lexical
dictionaries to collect language resources [103]. Grammar rules on BEES translator
are available to generate Sinhala words (Morphological generation rules) according to
the given grammar.

Further, Silva et. al reported a prototype ESMTS through the rule-based approach
[104]. This system, capable of translating day-to-day work Sinhala sentences, into
English. The system has only achieved a success rate of 75% with a corpus of 150

sentences.

In the region, there are several rule-based machine translation systems available
Especially on Indian family languages[105]. Among them, A domain-restricted,
English-Hindi MT system has been developed using the dependency parsing

techniques with replacing the transfer phase of the classical analysis [106].

Rule-based systems are still useful to develop MT systems for low resources languages
and languages has more grammatical representations. Further, rule-based systems
associated with the few limitations. RBMT system requires a big dictionary to handle
more translations. Further, it is difficult to incorporate all the required rules; therefore,
some linguistic information still needs to be set manually. Further, handling idiomatic
expression and ambiguity in a large scale rule-based machine translation is also
difficult [107]. Note that, the rule-based systems still challenge to adapt to a new

domain.

2.4.5 Example-based Machine Translation

Example based approach is one of the early approaches in the MT which was proposed
in 1984 through English-Japanese abstract translation [108]. Example based machine
translation systems (EBMTS) uses bilingual parallel corpora with sample sentences on
both languages to training. Thus the main activities of the EMBT can be categorized

into three stages namely matching, retrieval and adaptation.
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There are numbers of systems already developed through the example-based
approaches including Japanese-English [109], Chinese-English [110] and Thai to Isarn
[111]. Among others, Suhad and Yasir have been developed an EBMTS for English
to Arabic [112]. This system uses two databases and introduces a solution to reduce

redundancy problems.

EBMTS systems consist of advantages and limitations. These systems are more
successful to translate phrasal verbs and easy to upgrade (insert examples to the
database). However, EBMT systems are not successful when required examples are

not available.

2.4.6 Statistical Approach to Machine Translation

The statistical approach is the most popular MT approach in the area of Machine
translation [18]. The statistical approach generates translations using statistical
methods through the bilingual text resources (Basically parallel corpus) [113]. Figure

2.9 shows the basic activity and task of the statistical MT system.

| Translator |

!

Parallel Corpus

Tranning

Knowledge Source

Pre-processing ]—- Decision —»[ Post-frcessing

Figure 2.9: Activities on statistical MT
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Note that, a statistical translation system requires language model probabilities,
translation probabilities and a method for searching among possible source sentences.
According to that, the statistical translation can be a model with equation 2.1. In most
cases, the initial model of the statistical machine translation is based on “Bayes

Theorem”, proposed by Brown [114] [115].

Pr(S)Pr (T|S)

Pr (T) (21)

Pr(S|T) =

where:
Pr(S|T) - Translation model
Pr(T) — Language mode

During the last few decades, a large number of Statistical MT systems have been
developed: including Moss, Babel Fish, Bing and Google Translator.

Moses is one of the open-source, statistical MT systems that easily applies to the
related language pairs [116]. The Moses system also consists of phrase-based and tree-
based translation models to provide accurate translations. Besides, the system uses
factored translation models to integrate linguistic and other information at the word-
level [117]. The latest Moses consists of an Experiment Management System that

allows for using Moses easily.

Babel Fish [118] is an online web page or text translator developed by AltaVista. Babel
Fish uses Google translation service, which is provided by Google [48]. However, the
Google translation service provides more service (Number of languages) then the
Babel Fish [119].

Microsoft Translator is one of the commonly used multilingual MT tool provided by
Microsoft since 1999 [120]. This translator uses four different approaches for MT to
powering up the accuracy of the translation namely neural machine translation,
Syntax-based and Phrase-based statistical machine translation. At present Microsoft

translator support for more than 71 languages and integrated across multiple products.
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Google Translator is free most popular MT system that supports more than 100
languages[121]. At the early stages, Google translator uses statistical approach and
recently it moves to Neural Machine Translation [122]. This translator uses statistical
or patterns analysis algorithms to deliver its translation. Hence, the system does not
think of grammatically correct translation [123]. Still google translation comes with
few limitations including words limits in the translation and does not always provide

the grammatically correct translation

Few statistical machine translation systems were developed for the Sinhala language,
especially Sinhala and Tamil. Among others, Pushpananda et. al have developed a
statistical machine translation system for Sinhala-Tamil [124]. Besides, Rajpirathap
and others have developed a Sinhala-Tamil statistical machine translation system
using the Sri Lankan parliament corpus [125].

Note that, some of the current research investigates that the quality of the statistical
machine translation can be improved using a rule-based phrase-level generation [126]
especially including morphological analyser and generator for providing

grammatically correct output [127].

Furthermore, Ranatunga and others have been developed a Statistical MT system
named Si-Ta. This system should capable to translate Sinhala and Tamil government

documents without loss of semantics [128].

Still, the statistical approach for MT is the most-used MT approach when neural
machine translation is more popular. However, there are few challenges available in
the statistical machine translation, including corpus creation and translation of non-

related language pairs (with different word order).

2.4.7 Neural Machine Translation

Neural machine translation (NMT) can be considered as a successful approach to
machine translation that uses machine learning concepts[19][129]. There are numbers
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of language models already used for the neural machine translation, including the
recurrent neural language model, feed-forward neural language model, long short-term
memory models, deep models, and neural translation models. These neural translation
model uses the encoder-decoder approach or adding an alignment model for more
accurate translations. Besides, most of the researchers move to convolutional neural

networks to develop their language model.

At present Google’s Neural Machine Translation [122] system and TensorFlow’s
Neural Machine Translation model [130] are the most successful machine translation
models that are capable of providing a more accurate solution for the phrase-by-phrase

machine translation.

Thang Luong and others have developed a neural machine translation (NMT) model
(TensorFlow’s NMT model), which is based on a sequence-to-sequence (seq2seq)
model [131]. This model can read the entire source sentence, understand its meaning,

and then produce a translation through the deep recurrent architecture.

The NMT system first reads the source sentence using an encoder to build a thought
vector, a sequence of numbers that represents the sentence meaning; a decoder then
processes the sentence vector to emit a translation, as illustrated. NMT consists of two
components: an encoder [132], which computes representations for each source
sentence and a decoder, which generates one target word at a time and hence
decomposes the conditional probability. Figure 2.10 shows the encoder-decoder
architecture of the neural machine translation by TensorFlow. This NMT addresses the

local translation problem in the traditional phrase-based approaches.

| am a student Decoder Je suis étudiant

robooo
NS WHFENWD

Figure 2.10: Encoder-decoder architecture of the NMT
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Google’s NMT is a popular Machine translation approach that uses end-to-end
learning approach for automated translation. At present, Google’s NMT supports more
than 59 languages [133]. This NMT model consists of “a deep “LSTM network”( Long
short-term memory network) with eight encoder and eight decoder layers using

residual connections”.

OpenNMT is an open-source toolkit for neural machine translation [134] that
prioritizes efficiency, modularity, and extensibility to support NMT research. The
OpenNMT toolkit consists of several facilities including modelling and translation
support, summarization and, image-to-text, or speech-recognition. OpenNMT consists
of several new features including the general-purpose interface, easily configurable

models, and training procedures.

Stanford NLP group [118] has also developed a neural machine translation (NMT)
model. This model has been tested with languages English-German and English-Czech
[135] This model uses the attention-based neural machine translation method for better

translation.

Pasidu and others have developed an NMT system for Sinhala and Tamil to translate
among the official government documents [136] using Bahdanau’s NMT architecture
[137]. Through this research, they attempt to investigate NMT for small parallel

corpus.

Neural machine translation systems still have some challenges [138][139]. Any
machine translation system train for different domains is a critical task. However, the
neural machine translation system can handle it easily (capable of domain adaptation).
Further, same as statistical MT, neural MT systems require more data for training and
testing. Thus, it takes some difficulties to build a successful neural machine translation
system for low resources languages like Sinhala. (For instance, English-Spanish
systems on WMT consist of 385.7 million English words paired with Spanish).
Further, handling long sentences and word alignment is more difficult when both

languages are non-related language pairs.
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2.4.8 Knowledge-based Approach

Knowledge-based Machine Translation (KBMT) is an early approach for MT, that
much popular in 1990-2000 years [16][140] [141]. In general, most of the KBMT

system comprises of an ontology of concepts, analysis lexical and grammars,
generation lexical and grammars and mapping rules between the Interlingua

to provide an accurate translation.

KBMT-89 project at Carmegie Mellon University's Center for Machine Translation is
the historical development for KBMT[142]. Further, Knowledge-based Accurate
Natural-language Translation (KANT) is one of the successful, large-scale,
commercial quality, domain-specific knowledge-based MT system for French,
German and Japanese translations[143].

2.4.9 Transfer-based Machine Translation

In the transfer-based MT, systems take source language analysis results as a language
depending model and transfer into a target language with considering word phrase or
syntax [144]. Therefore, transfer-based systems can be classified into three groups
namely word-based, phrase-based and syntax-based.

The Phrase-based model translates phrases as atomic units [26]. This model is the most
used method in Machine translation before the neural Machine translation introduce.
This phrase-based model can be used to translate the local context in a sentence easily.
Still, some Google translators also use this model. In addition to that, some grammar
checkers also uses this phrase-based model for more accurate automatic grammatical
error correction [145].

This approach is used by the many machine translation systems with the support of the

other approaches, including statistical [14], neural and rule-based approaches.

Google phrase-base machine translation is a more useful translator in the world,
especially for low resource languages. Google translation starts with a rule-based

system then move to phrase-base machine translation, now they already move to NMT.,
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Another phrase-based NMT system [146] has been developed using SleepWAke
Networks (SWAN) [147] that was recently proposed segmentation-based sequence
modelling method. This system has been tested with English-German and English-

Vietnamese machine translations.

Joshus is an open-source, statistical phrase-based MT system [148] toolkit of human
languages. This system introduces a “phrase-based decoder” that uses the “standard

priority-queue-based decoding algorithm” [149] to construct a hypergraph.

In the Indian region, few phrase-based machine translations [150] are available,
PanchBhoota is a domain-specific phrase-based MT system for five Indian languages
[151]. This system was specially developed for the three-domains, namely Health,

Tourism and General domain.

A syntax-based MT system has been developed for English to the Hindi language
[152]. This system uses Statistical and syntax-based approach to incorporate the
representation of the syntax of the source into the statistical system. Note that, most of
the transfer based MT systems use Statistical methods and the translation (or model)

is based on the syntax, phrase or word-based [153] [154].

2.4.10 Agent-based Approach to Machine Translation

An agent-based approach for MT is a modern and powerful way to build MT systems
by using the power of agents’ communication and parallel processing. In early days,
few numbers of MAS systems available for NLP with different agent models including
multi-agent systems based text understanding and clustering system for the car
insurance domain [155] and TALISMAN [156]. However, these systems are not
directly related to machine translation. A few years back, numbers of language
processing systems are already developed through the MAS technology.

Aref and others have developed the Natural language understanding system using
MAS technology through the lexical structural approach and a cognitive structural
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approach [157]. The system takes user input and understands the input through the
agents’ communication.

Chungi et al. have developed MAS with translation agents [158] to promote the
efficiency in MT by shifting the paradigm from the transparent-channel metaphor to
the human-interpreter metaphor. According to the agent architecture, analyze the

interaction process and describes the decision.

Recently, Multi-agent technology has been used to improve the training process of the
Conventional Neural Machine Translation [159]. Though the agent communication
agent sharing the required knowledge. In this system, agents work together and

increase the performance and quality of the translation.

However, still, there is no any MT system available for use of complete MAS concepts

or approach for machine translation.

2.4.11 Hybrid Approach to Machine Translation

Machine translation can be done by considering two or more approaches. These
systems can be categorized as a hybrid machine translation system. Nowadays, most
of the machine translation system uses two more approaches to enhance translation
quality than the usage of the single approach [20]. Most of the machine translation
system based on rule-based (Hybridization guided by RBM) or corpus-based
(Hybridization guided by corpus-based MT).

There is several Machine translation system available with hybrid concepts. Note that,
most of the present statistical MT system powered with some other approaches (RBMT
or NMT) [14].

Kiril and others have been developed Deep Machine Translation to English to
Bulgarian with hybrid approach [160]. This system uses pre-processing and post-
processing modules as well as two-level transfer. In addition, two two-level transfer

methods, WordNets [161] for both languages are used as language resources. This MT
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system also comprises a predominantly statistical component (factor-based SMT in

Moses) [162] with some focused rule-based elements.

Hindi-English data-driven MT has been developed using SMT, EBMT and RBMT

approaches [163]. The translation process of the system is based on rule-based MT.

In here, most of the Machine translation system has been discussed except English -
Sinhala Machine translation. The reset section briefly shows some existing English

Sinhala Machine Translation systems.

2.5 Local Resource and Existing ESMTS

Numbers of local language resources are developed since 1990 [164]. Among them,
University of Colombo School of Computing (UCSC) [165] have developed various
Sinhala language tools including Sinhala copra, Corpus-based Sinhala Lexicon [166],
Sinhala WordNet [167], Sinhala Speech Recognition system [168] and Sinhala and
Tamil Machine translation systems [169]. In addition to that, the University of
Moratuwa has been conducted a number of Sinhala language research to enhance the
Sinhala resources in the web, including SinMin - A Corpus for the Sinhala Language
[170], Sin-Ta -Sinhala-Tamil Translator [171], Sinhala PoS tagged data set [172],
EnSiTip [173], Sinhala WordNet [167], Morphological Analyzer [174] etc.

Considering the English Sinhala machine translation system availability, there are few
numbers of research have been done. Historically, Weeresinghe’s Sinhala to Tamil
MT system using “corpus-based approach” [175] [176], and Vithanage’s English to
Sinhala rule-based MT systems for weather forecasting [177] can be considered as the
historical developments. Also, Fernando and others developed ESMTS using
Anrtificial Neural Networks [178]. Another research conducted to develop a prototype
rule-based machine translation system for English to Sinhala and vice versa (SEES)

[179]. This system takes Singlish as input and translates according to the existing rules.

BEES is also English to Sinhala Machine Translation System, that follows a direct

transfer approach [180]. This system uses computational grammar for Sinhala word
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generation through the concept of Varanageema (Conjugation) [181]. The BEES has
been implemented as a web-based and standalone application with Java and PROLOG

for language processing [182].

2.6 Some Issues in Machine Translation

Machine Translation has been considered as a research challenging task sofar. The

below section describes some of these practical MT issues briefly.

2.6.1 Word and Sentence Segmentation

Word and sentence segmentation are essential before the translation process. Word
and sentence segmentation are done through the computer system; text segmentation
is the process of dividing the written text into words, sentences, or topics to take the
correct meaning. However, some other languages like Thai, the boundary of the
sentence is fuzzy [183] [184]. In the Sinhala language, limited numbers of research are
conducted for voice [185] and text. The basic algorithm used to segment text at the

end of a line or end word with dot sign (sentence termination symbol) [186].

2.6.2 Word Conjugation

Word conjugation (generate multiple word forms) [187] is another challenge in
machine translation, especially when the target language is morphologically rich. To
address these issues, the MT system needs an accurate “word generator” or
“morphological generator” to generate appropriate word form for the given grammar.
Considering the requirements of the EnSiMAS, “Sinhala morphological generator”

can be used to handle word conjugation requirements[180].
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2.6.3 Tense Detection

Tense detection [188] is another issue in MT. Tenses of the language and the sentence
patterns are different from languages. For instance, in the English language, there are
12 tenses for active and 8 for passive voice [189]. However, the Sinhala language,
there are only 3 tenses (present, past, and feature) [190]. Therefore, appropriate tense
needs to identify through the syntactical analysis, and it is required to generate

appropriate target language tense through the target language syntax generation.

2.6.4 Multi-word Expression

Multi-word-Expression [191] (MWE) is an expression which made two or more words
can be syntactically or semantically appear as a single unit) [192]. Machine Translation
point of view it is required to identify those units together for the accurate translation;

otherwise, translation results become meaningless.

2.6.5 Out of Vocabulary

Out-of-vocabulary is a term used to explain the input which is not present in a system's
dictionary or database [193]. To solve these out-of-vocabulary issues number of
methods are available including spelling expansion, morphological expansion,
dictionary term expansion or proper name transliteration [194]. This can be applied for

many machine translations, including English to Sinhala machine translation.

2.6.6 Translating Idiomatic Phrases

The idiomatic phrase gives an entirely different meaning. There is a no systematic way
to take the given meaning of the idiomatic expression. Thus Idiomatic phrase

translation has been still considered as a research challenge.
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2.7 Summarization of Existing MT Approaches

Based on the above review and categorization, existing systems, advantages and

limitations on each approach has been summarized in table 2.1

Table 2.1: Summary of the selected MT approaches

# | Approach Example Features Limitation
ICENT [66],
UNITRAN[69]
English-Hindi An analysis is
interlingua-based Easv to introduce | MOr€ complex
1 | Interlingua machine translation y (All the levels of
new language .
[70], analysis is
Sanskrit to required)
English[73]
Anusaaraka (Among
Human- Indian Languages) humans and
2 assisted [81] machines co- Semi-automated
OmegaT [78] operate
- Pali to Sinhala MT Only required a Success only for
Dictionary- [91] .
3 . bilingual related
based Czech and Russian L
[92] dictionary languages
BEES [99] Provides More rules than
4 | Rule-Based | Toshiba[97] grammatically
. more complex
correct translation
English-Japanese Without
Example- [109] . examples
> based English-Arabic [112] Easily to update translation is
Chinese-English [110] difficult
Moses [116] Most used Sometimes
. Si-Ta [1128] . result has some
5 | Statistical approach with .
Google Translator hiah accurac grammatical
[121] g y issues
Google Translator
Neural [121] More training
6 | Machine OpenNMT [134] More accurate and parallel
Translation Stanford NLP [135] corpus required
Sinhala-Tamil [136]
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Knowledgebase

8 | Phrase-based

Joshus [148]

More accurate
than word-based

7 Knowledge- | KBMT-89 [142] A bit closer to creation is
based KANT [143] human translation | ...
difficult
SWAN [147]

More rules than
more complex

9 | Agent-based

No complete MAS
system for MT.
TALISMAN [56]

Handle
complexity in

Natural languages

Difficult to
implement and
model

10 | Hybrid

Moses [116]
Hindi-English data-
driven MT [163]

Provide better
accuracy

Difficult to
implement

2.8 Problem Definition

In the above, many machine translation approaches have been discussed. However, all
of these machine translation systems should unable to archive quality of the translation
same as the human-generated translation. Thus, there is a quality gap between human

translation and machine translation.

2.9 Summary

This chapter provides a critical review of MT, including existing approaches and
systems. Compared with the existing MT approaches, the neural machine translation
is the modern approach to machine translation, which provides some ability to reduce
the quality gap between human translation and machine translation. However, it
requires a sufficient amount of large parallel corpus. Note that, Sinhala language is a
low resource language and required such resources are not available yet. Compared
with human translation, all other existing machine translation approaches have some
limitations and gives less translation quality. Hence there is a quality gap between

human translation and machine translation.
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CHAPTER 3
LITERATURE REVIEW AND BACKGROUND

3.1 Introduction

The previous chapter provided a review of machine translation, including approaches,
systems, and issues. This chapter gives fundamental knowledge of English and Sinhala
languages, including morphology syntax and semantics, which are required to build a

machine translation system.

3.2 Computational Grammar for the English Language

The English language is the global communication west Germanic language, originate
from the Anglo-Saxons family [195]. Then Modern English consists of 26 letters
including five vowels [189]. This section briefly reports a comparatives study on
Morphology, Syntax and semantics on the English language, with considering the

requirements of the MT.

3.2.1 The Morphology of the English Language

The internal structure of a word can be described through the morphology.
Theoretically, words are build-up from morphemes which is called as the smallest
meaning bearing unit of a language [84]. For instance, the English word dog consists
of a single morpheme, and the English word dogs comprise of two morphemes ‘boy’
and ‘s’. Note that, Compared with other morphologically rich languages like Sinhala,
Sanskrit, few rules are available for the English. Table 3.1 shows the common suffixes
available for English [196].
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Table 3.1: Some Suffixes in English

Grammatical
Affix Mark Part of Speech
Category
-5 Number plural nouns
) N nouns and noun phrases,
-'sl'fs Case genitive
profiouns
-self Case reflexive profoun
-ing Aspect progressive verbs
_ perfect non-
-en/-ed Aspect _ verbs
progressive
-ed Tense past (sumple) verbs
. 3rd person
Perzon. Number, _
-5 singular verbs
Aspect, Tense
present
Degree of _ adjectives (monosyllabic
= ) comparative o )
Comparison or ending in -y or -1.2.)
Degree of ) o
-est _ superlative adjectives
Comparison

English Noun Morphology

The English noun is the main morphological category of the English language, which
participates in inflexion and derivation [196] “Inflexion is the modification of a word
to express different grammatical categories such as tense, case, voice, aspect, person,
number, gender, and mood” [197]. English nouns participate in number, gender, and

case inflexion. Table 3.2 shows some morphological rules for English noun inflexions.
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Table 3.2 Some Morphological rules for Noun Inflection

Morphological Rules for English Nouns
Grammar Morpholog Example
Base form | Add | Remove
Singular Noun - - School
Plural Noun S - Schools
Plural Noun es - Dishes
Plural Noun ies y Ladies
Plural Noun ves f Wives
Singular Possessive | Noun ‘s - Book’s
Plural Possessive Noun s’ - Girls’
Singular Verb er - Reader
Plural Verb ers - Readers
Singular Verb ment | - Achievement
Plural Verb ments | - Achievements

According to the English noun inflexion, a noun can be divided into a regular noun or

an irregular noun. Table 3.3 shows some regular and irregular noun forms.

Table 3.3 Regular and irregular Noun forms

Inflexion form Regular Irregular
Singular computer | corpus
Plural computers | corpora

Singular Possessive | computer's | corpus's

Plural Possessive computers' | corpora's

English Verb Morphology

English verbs show few morphological forms when compared with the Sinhala
language, namely the simple present tense, third-person singular, simple past tense,
present participle, and past participle. According to the verb, conjugated English verbs
can also be categorized into regular and irregular forms. Table 3.4 shows the regular

and irregular verb forms.
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Table 3.4: Regular and irregular English verb forms

Inflexion form Regular Irregular
Infinitive help write
Simple present helps writes
Present Participle | helping writing
Past helped wrote
past Participle helped written

According to the English noun-verb inflexion morphology, a verb can be divided into
a regular verb or irregular verb. Table 3.5 shows some rules for verb conjugation.

Table 3.5: Some Morphological rules for Verb conjugation

Morphological Rules for English Verb
Grammar Morphology Example
Base form | Add | Remove

Infinitive Verb - - help
Simple present Verb S - helps
Present Participle | Verb ing |- helping
Past Verb ed |- helped
past Participle Verb ed |- helped

English Adjective Morphology

Adjectives describe the quantity, qualities, and/or states of a noun in other words.
Adjectives can modify the noun. In addition to that, adjectives also appear as a
complement to linking verbs or the verb. According to the degrees of comparison of
an adjective, three forms are available, namely absolute, comparative, and superlative.

Table 3.6 shows the morphological rules available for English adjectives.

38



Table 3.6: Adjective relationship of a Noun

Morphological Rules for English Adjective
Grammar Morphological Example
Base Add | Remove
(Positive) Adjective Base - - Bad
(Positive) Adjective Noun Base | ish - Boyish
(Positive) Adjective Noun Base | ful - Useful
(Positive) Adjective Noun Base | less - Shameless
(Positive) Adjective Noun Base | en - Golden
(Positive) Adjective Noun Base | active | - Talkative
(Positive) Adjective Noun Base | able | - Moveable
(comparative) Adjective | Adjective | er - Cleaner
(comparative) Adjective | Adjective | r - Larger
(comparative) Adjective | Adjective | ier y Dirtier
(Superlative) Adjective | Adjective | est - Cleverest
(Superlative) Adjective | Adjective | st - Simplest
(Superlative) Adjective | Adjective |iest |y Dirtiest

English Adverb Morphology

An adverb is a kind of word modifier that modifies an adjective, or a verb in a sentence.
In general, adverbs are ended with the suffix -ly [198]. In addition, Adverbs gives a
full description of “how something happens”, using When, How, Where, “in what

way” and “to what extent”. Table 3.7 shows some relation between verb and adverb.

Table 3.7: Verb and adverb usage

Verb Adverb Example
When? early She always arrives early.
How? carefully He drives carefully.
Where? everywhere They go everywhere together.
In what way? slowly She eats slowly.
To what extent? slowly It is slowly hot
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3.2.2 Syntax of the English Language

Words can be arranged in different orders to create meaningful sentences. This
arrangement has a grammatical structure called syntax. Compared with the Sinhala
language, English has its grammatical structure. According to English grammar, an
English sentence can be categorised into four main groups, namely declarative,
interrogative, imperative, and conditional [199]. In general, each sentence has two

major components, such as a subject and predicate.

The Subject

The subject is one of the main parts of the “sentence that performs an action.
According to the structure, “the subject can be divided into simple or compound. The
simple subject may be a noun phrase or a nominative personal pronoun”. The
following context-free grammar shows the selected grammar rules that demonstrate

the English subject.
(Subject) — (Simple Subject)
(Subject) — (Compound Subject)
(Simple Subject) — (Noun phrase)
(Simple Subject) — (Nominative Personal Pronoun)
(Compound Subject) — (Simple Subject)( Conjunction) (Simple Subject)
(Noun Phrase) — (Article)  specific proper noun)
(Noun Phrase) — ( Proper Noun)
(Noun Phrase) — ( Non-personal Pronoun)
(Noun Phrase) — (Article) ( Noun )
(Noun Phrase) — (Article)( Adjective ) ( Noun )

(Noun Phrase) — (Article){ Adverb ) ( Adjective ) { Noun )
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(Noun Phrase) — ( Noun )
(Noun Phrase) — ( Adjective ) ( Noun )

(Noun Phrase) — ( Adverb ) ( Adjective ) ( Noun )

The English Predicate

The predicate is also another part of the sentence that modifies the subject. Thus the
predicate must contain a verb with or without a modifier. Therefore, the predicate can
be divided into a verb or verb phrase and a subject. The following context-free
grammar shows the selected grammar rules that demonstrate the English predicate.

(Predicate) — (Verb) (Complement)
(Predicate) — (Verb Phrase) (Complement)
(Verb) — (Simple present )

(Verb) — ( Infinitive )

(Verb ) — (Linking Verb)

(Verb Phrase ) — (Aux Verb)( Infinitive )

(Verb Phrase ) — (Aux Verb) ( NOT )( Infinitive )

The following context-free grammar shows the selected grammar rules that

demonstrate the complement
(Complement ) — (Ving )
( Complement ) — (to) Vinf ) { Simple Object)
( Complement ) — (Prepossion phrase(s))
( Complement ) — (Adverb){ Adjective )

( Simple Object ) — (Noun Phrase)
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Verb Tense

Compared with a noun, a verb shows more forms of inflexion. A tense is an inflexion
form of a verb that is used to describe the time variation of the action. The following

context-free grammar shows the selected grammar rules that demonstrate the tense.

(Simple Present) — ( V3ps )
(Simple past ) — (VPast)

(Simple Feature ) — (Will ) (Vinf)

(Present Continuous) — ( am, is, are) { V+ing )
(Past Continuous) — { was, were ) { V+ing )

(Future Continuous) — ( will ) { be } V+ing)

3.2.7 The Semantics of English Language

Machine translation system point of view, it is essential to analyse all the levels of
language representations. Semantic processing can be considered as the upper middle-
level language processing method that represents meaning. Meaning can be defined
by word-level, phrase-level, sentence-level, and paragraph-level [200].

Word-level Semantics

A particular word has one or more meanings. This is called word-level semantics. For
instance, the word “book”™ has two meanings, namely a collection of a document (as a
noun) or reserved some (as a verb). This word-level ambiguity can be solved by

considering a phrase or sentence (other levels of semantics).
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Phrase-level semantics

One or more words join together with some structure (particular orders) to make the
phrase. Same as words, phrases generate separate meaning that is called phrase-level
semantics. For instance, the phrase “will book” has a different meaning than its

individuals.

Sentence Level Semantics

Sentence-level semantics refers to the meaning that deals with the meaning of syntactic
units[201]. The thematic relationship is used to build the meaning of a sentence
considering the relationship between each noun phrase and the verb phrases. Table 3.8

shows the thematic relation in a sentence.

Table 3.8: Basic Thematic Relationship in a sentence

Relationship Description
Agent Performs the action
Experiencer Receives sensory or emotional input
Recipient A special kind of goal associated with verbs expressing a
change in ownership, possession
Theme Undergoes the action but does not change its state
Patient Undergoes the action and changes its state
Location Where the action occurs
Source or Origin Where the action originated
Time The time at which the action occurs
Beneficiary The entity for whose benefit the action occurs

Pragmatics (The paragraphs/text Level Semantics)

Rather than a single sentence, pragmatics takes the “context contributes to meaning”

machine translation point of view. Pragmatics analysis is a solution for the “word sense
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ambiguity”[202]. To identify paragraph-level semantic, it requires taking complete

knowledge of each existing sentences in the selected paragraph.

3.3 The Sinhala Language

The word Sinhala (&8-») is derived from the lion (&-») and taker (c). The Sinhala
language is one of the official languages of Sri Lanka. Sinhala has its own alphabet
with few versions, including the Unicode version (18 vowels and 45 consonants) and
alphabet of the “Sedath sagara” (10 vowels and 20 consonants) [190]. However,
Sinhala mix alphabet consists of 18 vowels and 36 consonants. Note that Sinhala
consists of only four parts-of-speech (z¢) Namely Noun (z%®), Verb (5wo) and Nipath
(B=om) and Updarga (indeclinable particle). This four parts-of-speech embrace the
eight parts-of-speech specified in English. The following figure shows the part of

speech mapping between English and Sinhala.

Noun , Conjunction Adverb .
Verb / R ) — ‘
Nama
—~ - Nipath or Upsarga
Adjective ) . ; .
: ] _ Preposition _ Interjection
Kriya Verb o

Figure 3.1: Part of speech mapping between English and Sinhala

3.3.1 Morphology of the Sinhala Language

Sinhala is an inflationary rich language, and it participates in inflexion, derivation, and
conjugation of nouns and verbs. The next section briefly describes a noun and verb

morphology of the Sinhala language.
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Sinhala Noun Morphology

Sinhala Noun (Nama) represents a Noun, ProNoun, and Adjective in the English
language. Sinhala is also an inflectionally rich language and shows a strong
relationship between subject and verbs. Also, Sinhala Noun shows Gender, Number,
Person and Case-based inflexion. For Instance, more than 27 Noun formas can
generate by using a Sinhala Noun. (9 cases for each Singular direct, Singular indirect
and plural form). Table 3.9 shows Sinhala Noun inflexion forms for the Sinhala word

©o (dear)

Table 3.9: Sinhala Noun inflexion form for base word - (dear)

Case Singular direct Singular indirect Plural
Nominative R Qednt §odd
Accusative §o Gom oy
Instrumental ©00 B8 §ondEsy ©oxY B8y
Auxiliary o0 eesy O eosy otensy
Dative 900 9o=mO §os30
Ablative §dorensy SOmensy oxtensy
Genitive §oed eomed goted
Locative D emeds GO emeds gostemed
Vocative 8o OBl

Sinhala Verb Morphology

A Sinhala verb is the action word in a sentence that can be divided into two groups,
namely transitive and intransitive. In general, Sinhala verbs are inflected from five
categories, namely voice, mood, tense, number, and person. Compared with the
English verb, the Sinhala verb takes only three tenses such as the present, past, and
future; however, the Sinhala verb shows more inflexion (verb conjugation) than the

Sinhala noun. More than 36 inflexion forms, including active, passive, optative mood,
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imperative mood, and conditional mood are available for a Sinhala base verb. Table
3.10 shows some inflexion forms for the Sinhala verb “®cex©,”. Table 3.11 shows the
add-remove values for the Sinhala verb for the verb conjugation. Note that these rules

can be applied for agent-based verb generation.

Sinhala verb is the action word in a sentence that can be divided into two groups,
namely transitive and intransitive. In general Sinhala, verbs are inflected from 4
categories, namely voice, mood, tense, number and person. Compare with the English
verb Sinhala verb takes only three tenses such as the present, past and future; however,
Sinhala verb shows more inflexion (verb conjugation) than Sinhala Noun. More than
36 inflexion forms including active, passive, optative mood, imperative mood and
conditional mood available for a Sinhala base verb. Table 3.10 shows some inflexion
forms for the Sinhala verb “®cex,”. Table 3.11shows the add-remove values for the
Sinhala verb for the Verb conjugation. Note that, these rules can be applied for agents’

based verb generation.

Table 3.10: Verb inflexion forms for Verb Maranawa (es a»o )

OED cEn® S | oTn® Yy | 0s® I» es® 3y | yoo E» ¥O® Ay
»Da
©8 ®sg 058 ooy olet7) 008
DE®@z
»Da
OletafctoS] Olet S CtHIO] Oletactots] ®cstemy Oleta i Oletafclak]
SBNOD
DDa
@18@ @161@ @1828 @(dz@ @18 @(61
aBn
2E®
®@d® ®re0g ®@d8 &y ®1e58 [OH(c)et)
DE®@z
2E®
®eostemn® | Oecsiend | Oedsiend | Oedsieny | dedfery | redsiend
3BNOD
2E®
2 ©8&nd ©101ng ©8&8 @[61%@ ®8& @ld%
aBm

46



Rule
Base Verb

201 o B®
202 B®
203 R®
204 5%®
205 e ®
206 €®
207 3®
208 3®
209 2531@
210 B®
211 o
212 od®
213 S®
214 3®
215 &®
216 &®
217 5 R®
218 B®
219 2o
220 go
221 3®
222 ®
223 @
224 8®
225 3®
226 8®
227 8®
228 3®
229 go
230 8®
231 3®
232 89
233 2o
234 8o
235 8®
236 &®

Active voice Present Tense

@

2
B

& o G o Hme 000068 [\RE N
3859 o mgy

OO es g

8 0
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Table 3.11: Add-remove values for the Sinhala verb

Active voice past Tense
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3.3.2 Syntax of the Sinhala Language

Same as the English language, Sinhala has its syntax, and it differs from English.
According to the structure, a Sinhala sentence can be classified into six subcategories,
namely simple, complex, constructed, collectral, compound, and illectical. The simple
sentence consists of a Sinhala subject and a single finite verb. According to Sinhala
grammar, a Sinhala sentence can be divided into eight components, namely attributive
adjunct of the subject, a subject attributive adjunct of an object, object, attributive
adjunct of the predicate, attributive adjunct of the complement of a predicate, the
complement of a predicate, and predicate. In addition to that, more than 40 syntax rules
are available to make a correct Sinhala sentence, including subject-verb agreement.
The following context-free grammar shows the selected grammar rules that

demonstrate the Sinhala sentence structure.

(Sentence) — (Subject Phrase) (Verb Phrase)

(Sentence ) — (Subject Phrase) (Object Phrase) (Verb Phrase)
(Object Phrase) — (Object)

(Subject Phrase) — (Subject)

(Verb Phrase) — (Verb)

(Subject Phrase) — ( Attributive adjunct of Subject ) (Subject)
(Object Phrase) — ( Attributive adjunct of Object ) (Object)
(Subject ) — (Noun)

(Object) — (Noun)
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3.4 Comparison Between English and Sinhala Languages

Sinhala and English languages take some similarities and many differences. Table 3.12

presents a summary in between English and Sinhala languages.

Table 3.12: Fundamental differences in both Sinhala and English

Category English Sinhala
Alphabet There are 5 vowels and 21 | There are 18 vowels and 42
consonants consonants in this modern
alphabet [203]
Part of Speech | There are eight parts of speech | There are 4 Nama, Kiriya,
in the English language: Nipatha and Upsarga
literary minimal Noun (case, number,
Morphology definiteness and animacy)
Sinhalese mark person, number
or gender on the verb
Verbal there is few subject—verb | there is more subject-verb
morphology agreement agreement (PNG)
Syntax SVO (subject—verb-object) | SOV (subject—object—verb)
word order word order
Left-branching language Left-branching language
Discourse Sinhalese is a pro-drop
language
3.5 Summary

This chapter described more details on English and Sinhala languages with more

attention to morphology and syntax in both languages. The next chapter presents

natural language processing techniques that are required to build a machine translation

system.
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CHAPTER 4
NATURAL LANGUAGE PROCESSING TECHNIQUES

4.1 Introduction

The previous chapter discussed in more details on English and Sinhala languages with
more attention on morphology, syntax and semantics on both languages. This chapter
gives detail about some existing natural language processing techniques, including
Language modelling, morphological analysis, syntax analysis, morphological and

syntactical generation.

4.2 Computational Model for English and Sinhala

According to the existing grammar in both languages, computational model required
to handle both language information for the translation. Therefore, a relational model
has been designed to represent knowledge in both languages. According to the
developed model basic unit of the language is a word. Thus the model has been based
on the English and Sinhala word. Note that, an English phrase has several English
words, a sentence consists of several phrases and a paragraph consist of several
sentences. With the above basic concepts, the object-oriented model has been designed
with composite objects. This model consists of four knowledge representation levels,
namely words with its morphological knowledge, phrases with syntax knowledge, a
sentence with thematic relationships and paragraph with pragmatics knowledge.
Figure 4.1 shows the knowledge representation level of the English language.
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Figure 4.1: Language model for English and Sinhala

With the above idea, an ontological model has been designed and developed for the
English and Sinhala languages. This ontological model is based on word, phrase and

sentence.

Further, as we know the English language consists of 8 part of speech, including noun,
verb, adjective, adverb and, etc. A word-based language model has been designed for
English and Sinhala languages to represent language knowledge for the translation.
Word level information for a word and some related semantics information also stored
in the ontology. To represent a word, grammar, morphology and semantic features are
stored in a word ontology including its identification tag. Figure 4.2 shows the

ontology of a word.

Grammar

Semantics

Root Word

Figure 4.2: Ontology of a word

Furthermore, the Sinhala language consists of 4 part of speech, namely Nama (noun),
Kriya (verb), Nipatha (like preposition) and Upasarga. Same has English language
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Ontology, word-based Sinhala language model has been designed for the Sinhala
language to represent language knowledge for the translation. In addition to the above,
English to Sinhala machine translation system requires to generate appropriate Sinhala
word forms from the existing base word according to the given grammar. Thus,

morphological generation rules are also stored in the Sinhala word ontology.

The phrase is made with one or more words. The ontological point of view each phrase
consists of a number of words, phrase type, headword information, location (Order of
the phrase in a sentence) and thematic relationships. Figure 4.3 shows the ontological

design of the English and Sinhala phrase.

Word List

., Phrase
S X
: Info ‘ pN » N —~
. " . Thematic
Head word L ~— ' '
. Type )

e
Figure 4.3: Ontology of a Phrase

A sentence is made with one or more phrases. The ontological point of view each
sentence consist of number of phrases, sentence type, thematic information for the

sentence. Figure 4.4 shows the ontological design of the English and Sinhala sentence.
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Figure 4.4: Ontology for a Sentence

With combining all the language modules, Object-Oriented model has been built to
store sentence information which is useful to English to Sinhala machine translation.
The next section briefly describes Morphological analysis and Morphological analysis

and generation for machine translation.

4.3 Morphological Analysis and Generation

“Word” is the building block of the language. Machine translation point of view, it
essential to identify words correctly before proceeding the process of machine
translation. Morphological analysis is a word-level language analysis that identifies
the internal structure of the word including the type of the word and the grammar. At
present, there are numbers of approaches available for morphological analysis,
including Morpheme-based, Lexeme-based and Word-based morphology [204]. Most
of these Morphological analyzers have been developed as a part of the Machine
translation system. There are very few researches have been conducted for the Sinhala
Language morphological processing. Under the BEES project, a Sinhala
Morphological analyzer has been developed [205]. The Analyzer uses Sinhala
language morphological rules and a Sinhala word dictionary to take the analysis. Table
4.1 shows a summary of the existing metrological analyzers with their approach.
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Table 4.1: Summary of the Existing Morphological analyzers

Language Approach Description

Tamil language | Morpheme- Lushanthan and others have developed

based [206] using Xerox toolkit and finite-state
operations [207]

Hindi Paradigm part of the Hindi to Punjabi Language
approach translation [208],

Marathi Paradigm- Finite State Morphological analyzer
based [209] [210].

Pali rule-based David and others have been developed
approach [211].

Kannada paradigm as a part of the English to Kannada
approach Machine translation system [212].

Six Indian Paradigm Under the Anusaaraka system [213].

languages approach

Hindi uses finite-state | Generic Morphological Analysis Shell
transducers [214].

English Rule-based Developed under the bees project [205]

Morphological generation is the backward approach of the morphological analysis that
generates a correct word form for the given root word. According to the process,
Morphological generation is a bit easy than the Morphological analysis. In general
Morphological generator takes a base word and relevant grammar to generate the
appropriate word form. Therefore, most of the systems capable of handling analysis
and generation. Figure 4.5 shows the general pipeline of the Morphological analyzer

and generator.
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Figure 4.5: Process of the morphological analysis and generation

After the morphological analysis, the system should cable to take all the word
information that can be used to process another level of language analysis, such as

syntax and semantics.

4.4 Syntactical Analysis and Generation

A phrase is a meaning bearing unit in a sentence than a word. In other word, Phrase
consists of numbers of words and each word in a phrase provide a collective meaning
than the single word. Further, the structure of the sentence (syntax) can be analyzed
through the Parsers. Parsers are computer application, capable to parse the sentence or
a phrase through the given specific grammar. In general, parsers are classified through
its parsing direction namely, top-down, bottom-up etc. For instance, top-down parsers
are taken input from left-to-right and analyze the structure top to bottom. Several Top-
down parsers are available including Recursive descent Parser [215] and CYK Parsers
[216]. Further, there are numbers of tools available for Parser development including
NLTK [217], OpenNLP [218], and JavaCC [219].

In addition to the above number of freely available successful parsers available for
different languages, namely Stanford parser [220], The Link Grammar Parser [221],
and Enju parser [222]. In addition to the above, a Prolog-based English parser has been
already developed under the BEES project [223] [224].
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Syntax generation is the opposite direction of the syntax analysis. Most of the syntax
generation systems have been developed through rule-based methods. Syntax
generator is required to generate grammatically correct target language syntax
according to the given syntax.

Further, Phrase chunking is another type of application that segment a sentence into
its sub constituents. In addition to the parsers, Noun phrase and verb phrase chunking
Is a commonly used method to identify noun phrase and verb phrases [225].

4.5 Semantics Processing

Semantics processing is a way to understand the meaning of the given context
(sentence or phrase). Machine translation system point of view, it should be required
to completely analyse the input and should able to generate or transfer the meaning
into the target language correctly. In general, semantics processing can be divided into
four levels, namely, word level, phrase level, sentence level and paragraph level. This

section briefly describes semantics options for each case.

4.5.1 Word level semantics

Each word in the text consists of its meaning which is called word-level semantics.
However this can be overwritten (may be replaced through the upper-level semantics)
For instance, Take the phrase “The computer Society” if we take word individually
computer refers to the computer and society has its meaning, however, as a phrase the
word computer is in the adjective form and its change the direct meaning and only
modify the property of the society. If we take some tense on the English sentence “will
play”, “going to play” there is no direct meaning for the word “will” and “going”.
According to the above facts, Machine translation point of view, it is required to
consider word-level meaning as well as phrase level or sentence level meaning to take

accurate translation.
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4.5.2 Phrase level semantics

The phrase consists of one or more words each word consists of its meaning. However,
if we consider a phrase, which has the main word which is used to deliver the meaning.
Note that, in the previous example “Society” is the main word of the noun phrase, and

other words are modifiers.

4.5.3 Sentence level semantics

The sentence consists of one or more phrases. Therefore, to take the sentence level
semantics, it is required to extract the thematic relation on the sentence. The thematic
relations give various roles for the sentence. There are numbers of thematic relations
available, including Agent, Experiencer, Theme, Patient, Instrument, etc. In the
machine translation point of view, thematic relation extraction and generation are

beneficial to provide an accurate translation.

4.6 Summary

This chapter described an in-depth study on some related Natural Language Processing
techniques for English to Sinhala Machine Translation including morphological
processing, syntax processing and semantic processing. The next chapter discusses
multi-agent technology and its features to model English to Sinhala machine

translation system.
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CHAPTER 5
MULTI AGENT TECHNOLOGY

5.1 Introduction

In the previous chapter, natural language processing techniques on machine translation
were discussed, including morphological analysis, morphological generation, syntax
analysis, syntax generation and semantics processing techniques. This chapter presents
a critical study on multi-agent system technology and its features, including a review
on the existing framework for multi-agent system development. Finally, this chapter
also reports on MaSMT, a specially created framework for agent-based machine

translation.

5.2 What is Multi-agent System?

A multi-agent system (MAS) is a computerised system composed of multiple
interacting intelligent agents [226]. MAS consists of two or more agents, capable of
communicating with each other in the shared environment. In general, a multi-agent
system consists of four components: agents, environment, ontology and the virtual
world. An agent may be a computer application or an independently running process
(a thread) capable of doing some actions. Theoretically, agents are capable of acting
independently (autonomous) and controlling their internal status according to the
requirements. Agents communicate with other agents through messages. These
messages consist of information for agent activities (agent doing their task according
to the messages they have required from others). The environment is, to a large degree,
the interaction between the “outside worlds” of the agent. In most of the cases,

environments are implemented within a computer.

The Ontology [227] can be defined as an explicit specification of conceptualization.
Ontologies capture the structure of the domain. Thus agent nature of the multi-agent
system capabilities is based on the ontology. Further, considering the correct type of

agent and making the agent communication are the most critical and essential
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requirements of the agent-based system development. Further, multi-agent systems

consist of several advantages [228]. Some of the common advantages are:

e A multi-agent system consists of interconnected agents; they used to distribute
computational resources than the central resources. (However, most of the multi-
agent systems run on a single machine.)

e A multi-agent system provides interconnection and interoperation of multiple
systems.

e A multi-agent system should be capable of taking global coordinates, distributed
information from sources efficiently.

e Multi-agent system solutions (optimal or accepted) for the current situation.

5.2.1 Type of Agents

According to the activities, behaviour, and existing features, agents can be
categorised into different types including simple reflex agent, model-based reflex
agent, goal-based agent, utility-based agent and learning agents. However, various
classifications are also available for agents including, collaborative agent, interface
agent, mobile agent, information or internet agent, hybrid agent and smart agent. These
agents show different capabilities and behaviours to work together. Figure 5.1 shows

a different view of agents.

Smart
Agents

Collaborative
Learning Agents

Cooperate A

AL

Autonomous

Collaborative

Agents Interface

Agents

Figure 5.1: Different types of agents
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5.2.2 Agent Communication

Communication among agents on MAS is the hidden factor for the success that allows
collaboration among agents, negotiation and cooperation between agents, etc. Thus,
agent communication needs a commonly understood semantics. Further, agents can

communicate with each other with peer-to-peer, broadcast, or noticeboard methods.

In the peer-to-peer agent communication [229], an agent sends messages only for
known peer(s). It means that there is an agreement between sender and receiver. The
broadcasting method sends a message(s) for all. According to this method, everyone
in the group, sometimes all agents in the system) require the message. The notice board
method allows a different way than the above. The noticeboard method would send
messages into the shared location (noticeboard). If the agent required some then agent
can take that information from the noticeboard.

However, multi-agent systems take some time to make the solutions and that are
required to pass messages among agents. The parallelism of the multi-agent system
and avoiding unnecessary message parsing can help to support the fastest message
parsing [230]. The multi-agent system is also used to handle the “system complexity”
to provide intelligent solutions through agent communication [231]. Thus, multi-agent
system development is also a bit of a complicated process when the system needs more
communication. According to such complexity, selecting a suitable framework is
highly important [232] than ad-hoc development. In general, a multi-agent framework
provides agent infra-structure, communication, and monitoring methods for agents. In
addition to that, common standards are available for agent development special agent
communication, including FIPA-ACL [233] and KQML [234] [235]. FIPA is one of
the common standards for agent development. A number of agent systems have been
developed with the FIPA standard [236], including JADE.

5.3 Existing MAS Development Framework

Few multi-agent system development frameworks are available with different features.

Among others, JADE [237] is a Java-based free and open-source software framework
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for MAS development. JADE provides middle-ware software support with GUI tools
for debugging and deployment. Further, JADE provides task execution and
composition model for agent modelling, and peer-to-peer agent communication has
been done with asynchronous message passing. In addition to the above, JADE

consists of the following key features:

. JADE provides a FIPA-compliant distributed agent platform
. Multiple directory facilitator (change agents active at run time)
. Messages are transferred encoded as Java objects.

MaDKit is a Java-based multi-agent development platform, which is based on the
AALAADIN conceptual model [238]. This organizational model consists of groups
and roles for agents to manage different agent activities. MaDK:it also provides a
lightweight Java library for MAS design [239]. The architecture of MaDKit is based
on three design principles, such as micro-kernel architecture, agentification of
services, and the graphic component model. Also, MaDKit provides asynchronous
message passing. Further, it can be used for designing any multi-agent applications,

from distributed applications to multi-agent simulations[240].

PADE [241] is a free, entirely Python-based multi-agent development framework to
develop, execute, and manage multi-agent systems in distributed computing
environments. PADE uses the libraries from twisted project to allow communication
among the network nodes. This framework support for multi-platforms, including
embedded hardware that runs on Linux [242]. Also, PADE consists of some essential
functionalities. PADE agents and its behaviours have been built using object-
orientation concepts. PADE is capable of handling messages in FIPA-ACL standard

and supports cyclic and timed behaviours.

SPADE (a Smart Python multi-Agent Development Environment) is a commonly used
Python-based framework for multi-agent system development [243][244]. SPADE

includes several features including the following: the SPADE agent platform is based
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on the XMPP, support agent model based on behaviours, supports FIPA metadata
using XMPP Data Forms, and provides a web-based interface for agent control.

Jason [245] is a fully Java-based, open-source, MAS development framework that
provides speech-act based inter-agent communication. Jason has been developed using
AgentSpeak [246]. The Jason framework consists of several features, including strong

negation and annotations.

AgentBuilder [247] is a free quick agent and agent-based software development
framework that is compatible with Java, as well as KQML and CORBA support.
Several multi-agent systems have already been developed using AgentBuilder,

including a “buying and selling system”.

“Shell for Simulated Agent Systems” (SeSAm) [248] is another MAS development
environment that provides agent modelling facilities, as well as agent simulations
[249]. SeSAm especially gives facilities to construct complex models. The SeSAm

framework is used in many domains, including “logistics and production”.

The Agent Development Kit (ADK) [250] is a Java-based, open-source, MAS toolkit
that allows quick-build, secure, large-scale solutions. ADK also uses agent-oriented
G-net model including “end-to-end” tracing. Further, Table 5.1 shows a summary of

the existing multi-agent system development frameworks.
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Table 5.1: Summary of the existing Multi-agent system development frameworks

System Type Platform Features

JADE Open Source | Java Asynchronous Message Parsing

MaDKit Open Source | Java Asynchronous Message Parsing,

PADE Free Python Supports FIPA, cyclic and timed
behaviours support

SPADE Free Python Supports FIPA metadata using XMPP
Data

AgentBuilder | Open-source | Java Capable of building intelligent agent-
based applications

Json Open-source | Java speech-act based inter-agent
communication

SeSAm Open-source | Programming | GUI based agent modelling

Shell
ADK Open-source | Mobile-based | Large-scale distributed solutions

5.4 MaSMT: Multi-agent Framework for Machine Translation

Existing multi-agent development frameworks directly does not support the distinct

requirements of the proposed agent-based machine translation system. The proposed

system requires several activities on natural language processing, including

morphological processing, syntax processing, and semantic processing. Therefore, a

new framework has been designed and developed, incorporating the following

required features:

e Should able to handle more than 100 agents easily

e Provide the fastest message passing
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e Agents can easily customise according to the requirements

e Agents should support local languages (Sinhala)

5.4.1 MaSMT Framework

The “Multi-Agent System for Machine Translation” (MaSMT) is a freely available
Java-based MAS development framework, specially designed to implement EnSiMaS.
The framework was first released in March 2016 as an open-source product. The rest

of the section gives more details on inside the MaSMT.

5.4.2 AGR Organisational Model and MaSMT Architecture

The AGR organisational model was designed initially under the Aalaadin model,
which consists of agents, groups, and roles. Figure 5.2 shows the UML-based Aalaadin
model for multi-agent system development [251]. According to the model, each agent
is a member of one or more groups, and a group contains one or more roles. The agent
should be capable of handling those roles according to the agent’s requirements. This
model is used by the MaDKit system by allowing free overlapping agents among

groups [252].

is member handles

Agent

Group ] Role J

J contains

Figure 5.2: UML-Based Aalaadin model for multi-agent system development

Source: UML-based Aalaadin model [251].
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The MaSMT model is almost the same as the above model but removes a freely
overlapping feature of the group and role at the same time. It means the agent is a one
member of one or more groups, as well as one or more roles; however; there is only
one active group and role. Thus, the agent does actions according to this active group
and role. Note that, agents are only active communicating entities capable of playing
roles within groups. Therefore, MaDKIiT provides the freedom for agent designers to
design appropriate internal models for agents. With this idea, the MaSMT agent is
designed considering the three-level architecture that consists of a root agent,
controlling agents, and ordinary agents [253]. The MaSMT root agent contains several
controlling agents (managers). Each controlling agent consists of any number of
ordinary agents. In addition to that, agents can be clustered according to their group
and role. This layered model allows for building agent swarms quickly. Fig. 5.3 shows

the agent diagram of the three-level architecture on MaSMT.

Agent ' _\
Controller | Agent |
Agent
Agent W& Controller a
Agent —F Agent

/

Agent

Controller

| Agent | Agent
\ / Agent

| Agent e—  Agent

Figure 5.3: Agents’ architecture on MaSMT

With this model, an ordinary agent can communicate with its swarm, as well as its
controller agent. The controller agent should be capable of communicating and fully
control its ordinary agents. Controllers can communicate with other controllers, and
the root can handle all agents in the system. With this model, MaSMT allows for

passing messages through the peer-to-peer, broadcast, or noticeboard methods.
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5.4.3 MaSMT AbstractAgent

AbstractAgent model is used to identify agents through its group-rule-id. Agent
identifier for the particular agent can generate using group, role and relevant id. Also,
role(dot)id@group can be used to locate agents quickly. As an example
read_words.101@ensimas.com provides read_words is a role, id is 101 and
ensimas.com is a group.

This abstract agent model is used by the MaSMT to handle all the agent-based
activities that are available in the MaSMT agents, MaSMT controllers, and MaSMT

root agent.

5.3.4 MaSMT Agent

MaSMT agents are the active agents in the framework provides agents’ infrastructure
for agent development. The Modular architecture of the MaSMT Agent is shown in
figure 5.4. MaSMT agent consists of several built-in features including Notice board

reader and Environment controller.

In Out Agent
Queue Queue Controllers

I Communication Module

Abstract Agent Environment Controller

Core module

- Notice-board Reader
Status Monitor

e o o

Figure5.4: Modular architecture of the MaSMT Agent
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5.3.5 MaSMT Agent’s Life cycle

The MaSMT provides life cycle for each agent to handle its activities. Figure 5.5
shows the life cycle of the EnSiMaS agent.

New Agent ——»(  Active +—» Live — End

T A N

///
z

e /J\

Figure 5.5: The life cycle of the MaSMT Agent

The MaSMT agent is a kind of Java-threaded program that consists of three sections,

namely active, live, and end. More details are given in the MaSMT development guide.

5.3.6 MaSMT Controller agent

MaSMT controller agent is the middle-level controller agent of the MaSMT framework,
capable to control its, clients, as required. Figure 5.6 shows the Architecture of the
MaSMT controller agent. The MaSMT controller agent also provides all the features
available in the MaSMT agents. In addition to that, MaSMT controller should capable
to provide message passing, network access, notice board access and environment

handling capabilities.

5.3.7 MaSMT Root Agent

The root agent is the top-level controller agent (MaSMT Manager), which is capable
of handling other MaSMT controller agents. The MaSMT root agent is capable of

communicating with other root agents through the “Net access agent”.
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Figure 5.6: Architecture of the MaSMT controller agent

5.3.8 MaSMT Agents’ Swarm

MaSMT allows two different levels of swarms, namely agent swarm and controller
swarm, to build agent communication quickly. The root agent can handle the controller
agent swarm, and the controller agent can handle MaSMT agent swarm. At present,
any swarm can handle up to 2000 clients. Figure 5.7 shows the design of the MaSMT
agent swarm. More details are present under the MaSMT guide.
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Figure 5.7: Design of the swarm of Agents

5.3.9 MaSMT Messages

The MaSMT framework uses messages named MaSMTMessages to provide agent
communication. These MaSMTMessages have been designed using FIPA-ACL
message standards. MaSMTMessages can be used to communicate in between
MaSMT agents as well as other agents that support ‘FIFA-ACL” message standards.
Table 5.2 gives the structure of the “MaSMTMessage” including data fields and types.
More information on “MaSMTMessages” is provided under the MaSMT development
guide (Appendix B).
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Table 5.2: Structure of the MaSMT Messages

Data Field Type Category
sender MaSMTAbstractAgent | The sender of the message
receiver MaSMTAbstractAgent | The receiver of the message
replyTo MaSMTAbstractAgent | Who responsible for the conversation
message String Subject of the message
content String Content of the message
ontology String Ontological information
type String Type of the message
data String Some data (image, URL etc.)
header String direction of the message (MaSMT send
message with considering it header
language String Language and encoding type
conversationID | String Conversation id of the message

5.3.10 MaSMT Settings

The MaSMT framework provides full customisation facilities to run MAS applications
smoothly. For that, various settings need to change. Table 5.3 gives default values for
the MaSMT.

Table 5.3: Default Settings of the MaSMT

Property Description Default value
Name Name of the framework MaSMT
version The present version of the framework 3.0
Delay Delay for each life circle (ms) 50
DebugMode True or false (if true s_how report all agent’s false
actions
Proxy Use to communicate with remote systems 0.0.0.0
Port Use to communicate with remote systems 8088
AppPath Path of the main system
Host Machine name localhost
MaXDelay The maximum delay for wait for messages 100
MinDelay Minimum delay for each agent’s life circle 10
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5.3.11 MaSMT Message Parsing

The MaSMT framework supports “peer-to-peer”, “broadcast”, ‘“noticeboard
approach” or email-based communication for message parsing. To send messages, it
is required to follow few steps such as enable message parsing (use
activeMessageParsing method), create the message and insert into the system through

the “addMessage” or call “broadCastToClients” to send messages for all.

Read Messages

The MaSMT framework provides three methods to read messages, namely,
getMessage, peekMessage, and “waitForMessage”. The “getmessage” method takes a
message from its in-queue. The peekMessage method gets the front message from in-
queue without changing its in-queue. The “waitformessage” method is more useful in

the message parsing that waits until a message is on the “inQueue”.

Message Header

MaSMT messages can send according to its headers. Table 5.4 shows relevant headers

that are used to send messages.

Table 5.4: Message directives (headers for messages)

Message Header Message description

agents Sends message(s) to the agent(s) who has given group
and role

AgentGroup Sends message(s) to an agent(s) who has given group

AgentRole Sends message(s) to an agent(s) who has given a role

Local Sends message(s) to it swarm who has given role and
group

LocalRole Sends message(s) to it swarm who has given a role
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RoleOrGroup Sends message(s) to agents with given “role or group.”
Broadcast Sends message(s) to all members in its swarm

Root Sends message(s) to Root agent

Controller Sends message(s) to its Controller

NoticeBoard Sends a message to the noticeboard

MailMessage Sends a message as an email message

5.3.12 Applications of MaSMT

Using the MaSMT framework, various kinds of multi-agent systems have already been
developed, including, Octopus [254], AgriCom [255] and RiceMart [256]. Octopus
provides a multi-agent-based solution for Sinhala chatting; AgriCom and RiceMart
provide a communication platform for the agricultural domain. Also, a multi-agent-
based file-sharing application has already been developed for the distributed
environment [257]. MaSMT is already developed as a Java application. Thus web-
based application development capabilities have been already tested through the web-

based event planning system [258].

5.4 Summary

This section briefly described an introduction to multi-agent system technology,
including existing multi-agent frameworks. This section especially described the
developed multi-agent development framework MaSMT. The agent model of the
MaSMT, message parsing methods, and some existing development were also
discussed in this chapter. The next chapter presents the proposed hybrid approach for
MT.
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CHAPTER 6

A HYBRID APPROACH TO MACHINE TRANSLATION

6.1 Introduction

This thesis proposes a psycholinguistic-based hybrid approach. The proposed
approach was powered through psycholinguistic language translation concepts and
multi-agent technology. In here, the psycholinguistic language translation method has
been investigated by considering two-sentence processing models such as “the garden
path model” [259] and “the constraint satisfaction model” [260]. In addition to that, it
also considers four factors that are affected by human language parsing namely “the
structure of the phrase”, “the thematic relationship of the phrase”, “the probability”
and “the semantics features”. Further, the hypothesis noted in the thesis can be stated
as “multi-agent system technology can be used to implement English to Sinhala
Translation.” Therefore, a multi-agent system technology has been proposed to

implement the proposed approach.

6.2 A Novel Approach to Machine Translation

The approach is based on the concept: “How can humans translate a sentence in a
better way than the machine?” Therefore, psycholinguistic language translation
techniques have been considered to model this proposed approach for machine
translation. The proposed translation model has been implemented through the multi-
agent system. Thus, this machine translation approach is stated as a “multi-agent
approach for machine translation”. The next section presents the theoretical basis for

the proposed approach.
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6.3 Theoretical Basis of Language Translation

There are numbers of theories available for human-based language translation. Among
others, the garden path model and the constraint satisfaction model are the
psycholinguistic theories for language parsing. These two models demonstrate the
concept of how people parse an English sentence together with the meaning.

The garden path model is one of the psycholinguistic models for language parsing that
is restricted to a single context. The reader takes some context (meaning) for the first
noun phrase and selects other phrases according to the previously selected meaning.
Somehow, new information presented later, the existing context is not relevant for the
new information. Then the reader should able to find different acceptable solutions for
the existing context according to new information. For instance, the sentence “the
horse raced past the barn fell” is a popular example that shows the said behaviour.
The constraint satisfaction model also states that the reader uses all the available
information (including syntax, semantics, etc.) at once when engaging in the parsing
of a sentence. Thus this model processes all the information in parallel. Note that, the
proposed machine translation model (approach) has been designed considering the
above two concepts. The approach uses a combination of the above-said models.
Also, human sentence parsing is based on phrase structure, probability, thematic roles,
and semantic features. These four factors have some contribution to the translation.
However, extract weight for the above four factors for the translation is still unknown.
Figure 6.1 shows the four factors contributing to language parsing.

F Y

Y

Semantics Feature e,  Translation Probability

Figure 6.1: Factors contribute to sentence parsing
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Phrase Structure

The structure of the phrase gives a grammatical relation in between each word in a
phrase. There are different types of phrases available, including noun phrases, verb
phrases, preposition phrases, etc. Considering the translation requirements, English
phrases need to be converted to Sinhala. According to the structure of the two
languages, these conversions need some rules. Note that, some English verb phrases
consist of several English words but in Sinhala consist of different number. The
English phrase ‘will eat’ translates into Knneya (=zyezye). Therefore, phrase transfer
rules have been identified. Also, each phrase consists of a meaning bearing word (the

headword) and its relationship with other words has been identified.

Probability

Each English word consists of several Sinhala translations. Thus, an English phrase
has some Sinhala solutions. The probability can be used to select a suitable translation
among existing solutions. In here, the probability of each Sinhala translation is
calculated through Google Search Index (GSI). After creating multiple Sinhala
phrases, usage of each phrase is calculated through the Google search index. The

probability of a Sinhala phrase P(x) is calculated through Equation 6.1.

Usage of P(x)

Probability Pro(x) = Y Usage of X

(6.1)

where:
X is the usage of the Phrase P
Pro(X) is the probability of the Phrase P

Thematic roles

The thematic roles make the relationship in between each phrase in the sentence. The
English syntax processing system is capable of taking these thematic relations [20].
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Semantic feature

The semantic feature gives a clear meaning about words. However, the present system
does not store the semantic features of a word. To avoid this limitation, EnSiMaS can

provide multiple solutions.

6.4 A multi-agent Approach to Machine Translation
EnSiMaS consists of five language processing tasks, including EMA, ESA, SMG,

SSG, and English-to-Sinhala phrase generation. Thus, multi-agent-based subsystems

(swarms) have been developed to handle each required language processing activity.

6.4.1 Multi-agent Approach to English Morphological Analysis

Morphological analysis is a process to analyse the structure of words that are available
in the input sentence. In here, English morphological agents are capable of analysing
English morphology using a “rule-based root fixing method” to identify English
words. For instance, an agent removes letter s if it is the last letter of the input word
then searches the availability of the regular noun list. If it is available, then the original
word is recognised as a plural noun. Same as if the new word is available in the regular
verb list, then the original word is recognised as a simple present tense verb. Finally,

the results are stored in the virtual world for further use.

6.4.2 Multi-agent Approach to English Syntax Analysis

“Syntax analysis” is the process of analysing the structure of the sentence or a part of
a sentence. An agent-based English syntax analyser has been developed through the
phrase-based chunking. Considering the existing phrase patterns, the available phrase
has been recorded. Then the system should be capable of identifying some structure of
the input sentence. Note that, the hypotheses proposed in the thesis are a human

translation method to translate an English sentence into Sinhala. We argue that people
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can identify some accepted meaning of an English sentence without much grammatical
knowledge of English [261]. This system is capable of identifying existing phrases,
with left-to-right sentence reading. These agents work as phrase chunking that separate
and segment a sentence into its sub constituents, such as nouns, verbs, and
prepositional phrases. Then the active phrase modification agent reads all the phrases
and identifies valid phrases on the available phrase list. Then the "active phrase
searching agent™ and the "sentence agent" are capable of analysing a syntactic structure
for the input. Then “thematic agent” is capable of identifying existing thematic rules

for each phrase in the input sentence.

6.4.3 Multi-agent Approach to English to Sinhala Phrase-based Translation

The proposed approach is based on how humans translate the given English phrase
into Sinhala. According to the approach, each English phrase translates into several
Sinhala phrases considering the said four factors effected to the language parsing.
According to the sentence structure, suitable Sinhala translated phrases are selected
considering the thermostatic relations and the probability for each case. The approach

is powered through rule-based and agent-based machine translation techniques.

6.4.4 Multi-agent Approach to Sinhala Morphological Generation
Compared with English, Sinhala is a morphologically rich language. Thus, EnSiMaS

required an accurate Sinhala word generation module to provide grammatically correct
translations. In general, morphological generation (generates appropriate word form
for the given base word and the grammar) required related morphological rules to
generate relevant word forms. Therefore, existing morphological rules are taken from
the BEES project [180]
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6.4.5 Multi-agent Approach to Sinhala Syntax Generation

There are numbers of syntactical differences available in the English and Sinhala
languages. Therefore, Syntax generation is an essential task for the EnSiMaS, that
provides a grammatically correct translation. This Sinhala syntax generator uses a set
of syntax transfer rules to re-order the existing phrase list.

6.5 Why a Multi-agent Approach?

Compared with existing technologies for machine translation, it is of high demand to
develop a human-quality MT system for English to Sinhala. The current trend to
develop machine translation systems is to add one or more intelligent techniques to
improve the quality of machine translation. However, the human translation process is
unknown, and that gives the best translation solution so far. Thus, the theoretical basis
of the approach is used as psycholinguistic parsing techniques that are used in human

language processing. To model these theories, the multi-agent approach is used.

The multi-agent approach is one of the modern approaches that are capable of handling
complexity through the agents’ communication. In addition to the above, multi-agent
systems are capable of providing intelligence solutions than the existing approaches.
Also, multi-agent models can quickly be adapted to simulate human behaviours

because they are an intelligent software development technique.

With the above ideas, this thesis presents a multi-agent approach to implement human
translation behaviour through the agents. The implemented system is named as
EnSiMas, which is capable of translating English sentences into Sinhala through a
hybrid approach. This approach originates from psycholinguistic phrasing, which is

based on humans’ language translation.
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6.6 Features of EnSiMaS

EnSiMas consists of the following key features.

EnSiMaS provides phrase-based and agent-based strategies for English to

Sinhala sentence-based translations.

EnSiMaS has been designed with a theoretical basis of psycholinguistic

language parsing.

The lexical resource of EnSiMasS is stored in the lexical databases, and object-

oriented models are also used to store language ontology.
EnSiMasS can be used as a standalone application.

EnSiMaS has been implemented with Java. Therefore, it is platform-

independent.

EnSiMaS comprises of three language translation tools, namely EnSiMaS
Dictionary, EnSiMaS Phrase-based Editor, and EnSiMasS Translator.

EnSiMasS provides multiple translations.

6.7 Input for EnSiMaS

As mentioned in the above, EnSiMaS comprises of three different language translation

tools. According to that, it accepts different types of inputs. The EnSiMasS Dictionary

takes an English word as an input. EnSiMaS Phrase-based Editor takes grammatically

correct English sentences, and the translator takes any text (number of sentences).

6.8 Output of EnSiMaS

EnSiMaS provides multiple solutions, considering the probability of usage. Thus,

EnSiMaS Dictionary provides suitable Sinhala words for the given English word

according to the usage of the Sinhala term. The EnSiMaS Phrase-based Editor provides
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grammatically correct Sinhala phrases for intermediate editing. EnSiMaS Translator

provides multiple Sinhala translations.

6.9 Process of the EnSiMaS

The proposed hybrid approach has been simulated with the following steps.
1- Creates a new Ontology

As the first step of the translation, a new ontology is created with all the available facts.

2 — English Morphological analysis
It is required to analyse English morphology for each English word. Therefore, it takes

the morphological analysis and results are stored in the virtual world.

3 — Semantics Mapping
Takes available Sinhala terms for the existing English words from the bilingual

dictionary. Results are also stored in the virtual world.

4 - English syntax analysis
Identifies the syntax of the input sentence. In here, all the available English phrases
and the thematic relationship on each phrase have been taken. Also, thematic relations

for the input sentence are recorded.

5- Creates phrase agents

Generates relevant Sinhala phrase agents for the existing English phrases

6 — Phrase Translation
Multiple Sinhala translations are taken for the existing English phrase using “phrase

structure” and the “thematic relationship” of each phrase.

7 — Select suitable Sinhala phrases using calculated probability
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The Sinhala phrase agent calculates the probability values for each phrase and
identifies the most suitable Sinhala solution. Using “subject-verb”, “object-verb”, and
“subject-object-verb” agreement, suitable Sinhala phrases are selected according to

their calculated probability.

8 — Sinhala Syntax Generation

The Sinhala syntax processing system reads the existing syntax of the input sentence
and re-arranges the Sinhala phrases to generate the grammatically correct Sinhala

sentence. Further, the thematic relationship is also recorded for further use.

6.10 Summary

This chapter described a proposed hybrid approach for machine translation considering
“the garden path model”, “the constraint satisfaction model”, and psycholinguistic
parsing concepts as the theoretical bases of the approach. This chapter also discussed

the translation process, input, output, and features of the approach.
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CHAPTER 7
DESIGN OF THE ENSIMAS

7.1 Introduction

The previous chapter proposed a hybrid approach, including the theoretical basis of
the MT approach, hypothesis of the research, input, output, and process of the
translator. This chapter reports the design of the EnSiMasS.

7.2 Design of the EnSiMasS
The proposed hybrid approach has been simulated through the EnSiMaS. Thus

EnSiMas capable of translate English text (sentence(s)) into Sinhala. Figure 7.1 shows

the design diagram of the EnSiMasS.

EnSiMas GUI |

¥ &

[ EnSihas Controller ]bb Translation Controller ]

Foe=
1

| English Morphological Swarm ] [ Sinhala Phrase Swarm J
| English Syntactical Swarm ] ---------------- @ ---------------
Bilingual Semantic Swarm ] ---------- T
; [ o
Sinhala Morphological Swarm ] <:> ﬂ
Sinhala Syntactical Swarm J : : ’”"F______HE“"-
Ontological Swarm J Ontology

....................................

Figure 7.1: Design of the EnSiMaS
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EnSiMasS has been modelled with 12 modules including GUI, EnSiMaS controller,
Translation controller, five language processing supporting modules, ontological
swarm, virtual world, and ontology. The EnSiMaS controller handles all the language
processing activities on the machine translation. The translation controller handles the

Sinhala phrase swarm to manage phrase agents.

7.2.1 EnSiMasS GUI

The EnSiMaS GUI is the user interface of the system that takes English text
(sentence(s)) and provides translated Sinhala text (Sentence(s)). EnSiMaS GUI is the
main application container of the system should capable to load and handle all other

agents including MaSMT controller and translation controller.

7.2.2 Ontology

To achieve meaningful translation, the translation system requires all levels of
language information (Morphological to Pragmatics) on both source and target. For
that, English lexical information, English-Sinhala bilingual information, and Sinhala
lexical information are models to store inside the ontology. In addition to the above,
morphological and syntactical rules are also modelled to store inside the ontology.
Therefore, this ontology consists of English lexical information, English-Sinhala
bilingual information and Sinhala lexical information. Figure 7.2 shows the design of
the EnSiMaS Ontology.
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Figure 7.2: Design of the EnSiMaS Ontology

7.2.3 Virtual World

Agents required information is kept in the virtual world. According to the translation
requirement, generated morphological, syntactical, semantical and pragmatic
information are dynamically stored in the virtual world. For that, it should store
morphological information, syntax information of the input sentence(s), semantic
information, and Sinhala phrases with their information should also be stored in the

virtual world. Figure 7.3 shows the design of EnSiMas virtual world.
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Figure 7.3: Design of the EnSiMas Virtual world

7.2.4 English Morphological Swarm

The English morphological swarm (EMS) takes the input sentence(s) and conducts
morphological analysis for each word in the input. The morphological analyser is used
to identify the morphological features of each word. The English morphological
analysis swarm has been designed as a swarm of morphological agents in the EnSiMaS
system, capable of providing morphological information for the given English words.
This swarm comprises of eight morphological processing agents to handle morphology
of the English. Figure 7.4 shows the agents’ diagram of the English morphological
swarm. Note that, each agent handles different types of the English part of speech and

provides relevant morphological details.
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Figure 7.4: Design of the English morphological swarm

7.2.5 English Syntax Analysing Swarm

English syntax-analysing swarm has been designed to analyse syntax (structure of the
sentence) of the input sentence(s). This swarm consists of five MaSMT agents, namely
anoun phrase search agent, verb phrase search agent, other phrase search agent, syntax
identification agent, and thematic relation extraction agent. The English syntax swarm
(a swarm of agents) takes the required information from the ontology, including a list
of input words (sentence or part of a sentence) and results of the morphological
analysis. These phrase search agents take relevant information from the ontology and
identify available phrases by scanning in the available tag set that was provided by the
morphological swarm. The syntax identification agent should be capable of identifying
a suitable structure for the given input English sentence through searching the existing
phrases. If the syntax analysis agent is unable to identify the extract structure of the
input, it will identify using the relevant phrase agent later in the translation. Somehow,
the thematic relation extraction agent uses the identified structure of the sentence and

extracts the thematic relationship. After this syntax analysis, each English phrase
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consists of phrase structure and relevant thematic relationship for the input. Figure 7.5

shows the agents’ diagram of the EnSiMaS syntax-analysing swarm.
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Figure 7.5: Syntax analyzing swarm: agents for English syntax analysis

7.2.6 Bilingual Semantics Swarm

The English-Sinhala semantics swarm has been designed to identify the most suitable

Sinhala term for an available English word(s). This swarm also uses an English-

Sinhala bilingual dictionary and morphological information on each word to collect

appropriate Sinhala terms. All these generated and/or extracted information will be

kept in the virtual world for further use by the agents. Note that if a word is not

available in the bilingual dictionary, then that word will be recognized as an out-of-

vocabulary word. If these out-of-vocabulary words start with a capital letter, then the

system will recognise it as a proper noun. Figure 7.6 shows the agents’ diagram of the

bilingual semantics swarm.
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Figure 7.6: Design of the Bilingual Semantics swarm

7.2.7 Sinhala Morphological Swarm

The Sinhala morphological swarm is used to generate relevant Sinhala words for the
given root word and the grammar. Note that Sinhala is one of the morphologically rich
languages that participates in inflectional and derivational morphology. The purpose
of the Sinhala morphological swarm is to generate appropriate forms of a noun or a
verb according to the given grammar. Sinhala morphological generation agents take
required rules (knowledge to generating an appropriate form of a noun or a verb) from
ontology and generate. In here, there are two agents use to generate Sinhala nouns and
verbs. Note that other words do not participate word-level conjugation in Sinhala.
These Sinhala morphological generation agents use suffix-fitting methods (use the
add-remove rule to generate such a word form). The swarm uses the existing suffix-
fitting rule set for the Sinhala word generation from the BEES system (“BEES is a
rule-based English to Sinhala machine translation system) [180]. These rules are also
stored in the ontology. The Sinhala morphological generation agent reads the relevant
information from the ontology and generates appropriate word forms. Finally,
generated results are updated into the virtual world for further use. Figure 7.7 shows

the Sinhala morphological swarm.
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7.2.8 Sinhala Syntactical Swarm

The syntactical swam capable of re-arranging suitable Sinhala sentence structure for
the existing English sentence structure. The Sinhala syntactical swarm consists of an
SOV/(Subject-Object-Verb) generator agent, a PPOrder (Preposition phrase order)
convertor agent, and a complex phrase search agent to use the phrase transfer method
to re-generate the Sinhala structure. Note that the structure of the Sinhala sentence and
English sentence differs from each other. Therefore, basic transfer rules are available
in the ontology and the SOV generation agent to take that information and generate it.
As a summary, this agent swarm should able to re-arrange the order of the existing
phrases and make the correct structure of the Sinhala sentence.

7.2.9 Ontological Swarm

All the required lexical resources are available in the ontology. The EnSiMasS agent
should be capable of accessing this ontology and taking relevant information. Agent-
generated information for the translation (dynamic knowledge) is also stored in the
virtual world. Thus, it should require building a virtual word dynamically according to
the translation requirements. The main task of the ontology manager agent is to build
such information, according to the agent(s) requirements. Thus, this swarm is capable
of updating or removing relevant information from the knowledgebase or virtual

world.
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7.2.10 English Phrase-based Translation Swarm

The English phrase-based translation swarm is the core module of the EnSiMasS system
and consists of a dynamically created number of Sinhala phrase agents. Note that each
English phrase in the input sentence is mapped into a Sinhala phrase agent that has
English phrase information, the number of alternative Sinhala translations for the
existing English phrase. According to the structure of the input sentence, existing
Sinhala phrase agents can be categorized into subject phrase agent, object phrase agent,
verb phrase agent, subject-modifier agent, object-modifier agent etc. Figure 7.8 shows

the agents” diagram of the phrase-based translation swarm.

<“: Ontology

Translation Manager

Figure 7.8: Design of the phrase-based translation Swarm

After all Sinhala phrase agents are generated (each English phrase has a Sinhala
phrase agent), the translation manager informs the Sinhala phrase agents to start the
communication with relevant agents to find suitable solutions. At that time, the Sinhala
subject phrase agent and Sinhala verb phrase agent communicate together and select
suitable Sinhala translated verbs for the existing Sinhala subjects from the existing
Sinhala translations. For that selection, the availability of each alternative solution has
been considered (the system should able to calculate the probability of each Sinhala
subject-verb pair), then a suitable Sinhala verb phrase is selected (the Sinhala
translation that has maximum probability). With considering the same procedure, the
“verb phrase agent” and “object phrase agent” communicate together and take the best
solution according to the selected verb phrase for the previously accepted subject
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phrase. Note that this phrase selection procedure is based on the concepts behind the
psycholinguistic parsing. After subject-verb-object phrase selection, other phrase
agents’ communicate with relevant head phrase agents and take relevant Sinhala

phrases from their alternative Sinhala solutions.

7.3 Summary

This chapter described the design of the EnSiMas system, which contains 12 modules,
namely the GUI, EnSiMaS manager, translation manager, five language processing
supporting modules, the ontology manager virtual world and ontology. The next

chapter reports the implementation details of the EnSiMaS.
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CHAPTER 8
IMPLEMENTATION OF ENSIMAS

8.1 Introduction

The previous chapter reported the design details of the EnSiMaS. The EnSiMaS
system consists of 12 modules including GUI, EnSiMaS Manager, Translation
manager, five language processing supporting modules, the ontology manager, virtual
world and ontology. This chapter gives a brief description of how each module and

the tools have been implemented.

8.2 EnSiMasS Ontology

The EnSiMaS ontology consists of all the required morphological, syntactical and
semantic information on both languages. English Language resources and
morphological rules are also stored in the English dictionary. The English dictionary
consists of eight tables to store pronouns, regular nouns, regular verbs, regular
adjectives, irregular verbs, irregular verb and other words are also stored in a separate
table. Table 8.1 shows the summary of the English dictionary with records available

on each table.

Table 8.1: Statistics of the EnSiMaS Knowledgebase

English Part of speech category Number of Records
Regular Noun 12320
Irregular Noun 9860
Pronoun 53
Regular Verb 2258
irregular Verb 8459
Regular Adjective 7722
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Other words  (Adverb, irregular | 1121

adjectives, conjunctions and articles)

English-Sinhala Bilingual Dictionary 87386
English Morphological rules 19
English Morphological rules 165
Phrase rules 78

Note that, sample data set for each table, the structure of each table and sample SQL

code is listed below.

8.2.1 English Pronoun Table

The pronoun table consists of English pronouns and the morphological details of
each pronoun. Figure 8.1 shows the structure and selected sample data available on

the pronoun table.

id | word_id | prop | word Narme Type Not | P | Al
1/ 80000001 | nun-com-fpe-sin-sub |i
2|80000002 | nun-com-fpe-sin-obj |me 'd integer S
4|80000003 | nun-com-fpe-sin-ppn | mine word_id integer d .
5/80000004 | nun-com-fpe-sin-ref | myself prop varchar (20) ~ O o
6| 80000005 | nun-com-fpe-plu-sub |we word varchar (50) ~ L 0
780000006  nun-com-fpe-plu-obj |us CREATE TABLE “ong pro nown” {
880000007 | nun-com-fpe-plu-pde our 14 integ;r_PﬁIMhR'i KEY AUTOINCREMENT,
9|80000008 | nun-com-fpe-plu-ref |ourselves ‘word id®  integer NOT NULL,

10| 80000009 | nun-com-fpe-sin-pde | my ‘prop’  warchar { 20 ) NOT NULL,
1280000010 | nun-com-fpe-sin-ppr |ours ‘word®  warchar ( 50 ) NOT NULL
1380000011 | nun-com-spe-sin-sub | you hi

Figure 8.1: Structure and sample data on the pronoun table
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8.2.2 English Regular Noun table

The English Regular noun table consists of regular English nouns and the
morphological details of each regular noun. Figure 8.2 shows the structure and

selected sample data available on the regular noun table.

word_id | prop | word

20000045  nun-tpe-nue | abstention Name Type Net PK Al
| 20000046 | nun-tpe-nue | abstinence word_id integer ~ |
| 20000047 nur-tpe-nue | abstract prop varchar (20} O O
| 20000048 nun-tpe-nue | abstraction word varchar (50} ~ L O

_2E|DE|DE|49 nun-tpe-nue | abundance (CREATE TABLE “enrgnun® (

| 20000050 | nun-tpe-nue | abuse ‘word_id~  integer PRIMARY KEY AUTOINCREMENT,
20000051  nun-tpe-nue | abutment ‘prop~ warchar { 20 ) NOT NULL,
20000052 | nun-tpe-nue | abutter : ‘word~ warchar { 50 ) NOT NULL

20000053 nun-tpe-nue | abysm -

Figure 8.2: Structure and sample data on the regular noun table

8.2.3 English Regular Verb Table

This table consists of the English regular verbs and the morphological details of the

regular verb. Figure 8.3 shows the selected sample data and the structure of the regular

verb table.

veord_id wiord prop Mame Type Mot PK Al

40001834 | smarten  |veb word_jd integer ~ |

40001835 | smash veb word varchar (50) ~ L O

40001836 smatter  |veb prop varchar (20) O O

40001837 | smear veb

40001838 | smelt veb CREATE TABLE “enrequb ( S

"word idT integer PRIMARY EEY AUTOINCEEMENT,

40001839 smirch veb ‘word~ varchar { 50 ) NOT NULL,

40001840 smirk veb ‘prop”  warchar ( 20 ) NOT NULL

[

Figure 8.3: Structure and sample data on the regular verb
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8.2.4 English Irregular noun table
The English irregular noun table consists of irregular English nouns and the
morphological details of the regular noun. Figure 8.4 shows the selected sample data

and structure of the irregular noun table

id | word_id | prop | word Narme . Mot | P | Al
2 10000001 | nun-tpe-nue-plu | a-bombs Ype °
3 10000002 | nun-tpe-nue-sig | abacus id integer M |H
4 10000002 | nun-tpe-nue-plu | abacuses ward id integer - 0 o
7 10000004 | nun-tpe-nue-sig | abandon prop varchar (20] (I
9 10000005 | nun-tpe-nue-sig | abandonment word varchar (50) -~ O d
10 10000005 nun-tpe-nue-plu | abandonments CREATE TABLE “enirnun’ |
15 10000008 nun-tpe-nue-sig | abbacy id” integer PRIMARY EEY AUTOIMCEEMENT,
16 10000008 | nun-tpe-nue-plu | abbacies ‘word id°  integer NOT NULL,

‘prop”  warchar ( 20 3 NOT NULL,

17 10000009 | nun-tpe-nue-sig | abbess . . -
word varchar { 20 ») NOT WULL

18 10000009 | nun-tpe-nue-plu | abbesses

Figure 8.4: Structure and sample data on the irregular noun

8.2.5 English Irregular verb table

This table consists of irregular English verbs and the morphological details of the

irregular verb. Figure 8.5 shows the selected sample data and structure of the irregular

verb table.
id | word_id | prop | word Marme Type Mot PK Al
8882 30002961 |veb-inf write d integer <\
8883 30002961 |veb-pat VJrFute word_id integer w 0O 0O
8884 30002961 veb-pap |written orop varchar (20) 0 0O
8885 30002962 |veb-inf writhe 4 har (50) 0O O
Weor warchar el

8886 30002962 \veb-pat |writhed — -

- CEEATE TABLE “enirrvib™ |
8887 30002962 |veb-pap | writhed “id* integer PRIMARY KEY RUTOINCREMENT,
8891 30002964 |veb-inf yacht ‘word id®  integer NOT NULL,
8892 30002964 |veb-pat  |yachted ‘prop”  varchar ( 20 ) NOT NULL,
83893 30002964 veb-pap |yachted ‘word®  varchar ( 30 ) NOT NULL

I

Figure 8.5: Structure and sample data on the irregular Verb table
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8.2.6 English Regular Adjective Table

The English regular adjective table consists of regular English adjectives and the
morphological details of the regular adjectives. Figure 8.6 shows the selected sample

data and the structure of the regular adjective table

word_id | prop | word Mame Type Mot PK Al
70005795 | adj shawven word_id integer ~|0J
70005797 aj_] s:eenyh orop varchar (23]~ 0 O
70005798 j i

adj sheepis word varchar (23] O O
70005799 | adj sheer -
70005800 adj chelled [CREATE TABLE “emrgad)” ( e

- word id integer PRIMARY EEY AUTCINCREMENT,

70005801 | adj shelter ‘prop  varchar ( 25 | NOT NULL,
70005802 | adj shelving - “word~ warchar ( 25 ) NOT NULL

Figure 8.6: Structure and sample data on the regular adjective table

8.2.7 Other word table

Other words table consists of the adverbs, conjunctions, other parts of speech and the
morphological details of each word. Figure 8.7 shows the selected sample data and the

structure of the other word table.

| wiord_id | prop | word | Mame Type Mot PE Al
60000027 | adv accusingly word,_id integer “0
60000028 adv across prop varchar (50) OO
60000029 prp across word varchar (23] - 0 O
60000030 adv activate
60000031 | adv actively
llck i ECtL.IE”Y Cmﬁ“:iﬂi“‘eni:ntei;r{PRIMRI EEY RUTCOINCREMENT
60000033 | adv acutely \1‘:;21; varehar ( 0 ) NOT NULL,H OINCREMENT,
60000034 adv ad- infinitum ‘word® wvarchar { 25 ) NOT NULL

60000035 | adv adagio Vi

Figure 8.7: Structure and sample data on the other word table
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8.2.8 English-Sinhala Bilingual Dictionary

This dictionary consists of English and Sinhala words with the Google search index

and Human Usage Index. Google Search Index value take through the Google search

result, and human-usage value take form EnSiMaS Dictionary. Figure 8.8 shows the

structure of the bilingual dictionary and a few sample records.

id | engword | sinword | engid | gnidl type us | ruleud| hus Mame
1 1/2-bomb | =g 22483 | 10000001, 0| nun 163 101 0| |
2 2| aback 2 60000001 0|adv 184000 101 o id
3 3| aback 60000001 0|adv 278000 101 0  engword
4 4| aback 60000001,  O|adv | 65000 101 o0
5 5| aback s0000001,  o0|adv 206000 101 g Sinword
6 | 6|aback 60000001  0[adv | 30500 101 0 engid
7 7|abacus | mpeg £ 10000002)  Onun | 1540 101 0
8 8|abacus  meesm Dmsma | 10000002)  O|nun 107 101 o Sinid
T5 | 9|abacus | gesm gED 10000002  Ofnun | 1170 101] 0 type
10 10 sbaft 942 60000002) O|adv | 36%00| 101] O
11 11/abafl myie mp wosad 60000002 O adv a2 101 o Y5
ruleid
hus

Type

integer

warchar (50

varchar ( 530

integer

integer

varchar (10

integer

integer

IMTEGER

=
[s]

=
o
=~

OOFRAEERDO
gooooood®

OOooooooo® e
gooooooon =

Figure 8.8: Structure and sample data on the bilingual dictionary

8.2.9 Morphological rules for English words

Default

o =
=

The English morphological analysis system uses the suffix-remove method to

identify the headword (Root word). Thus, all the required add-remove rules are defined

in the morphological rules table. Figure 8.9 shows the rules, which are defined to

identify English morphology.
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id table_name add_rule rem_rule prop_value rule_type

1|eng_reg_verb s spr find
2 eng_reg_verb ed pap find
3 |eng_reg_noun sin get
4 |eng_reg_verb get
5 | eng_reg_noun s plu find
& | eng_reg_verb ing ppa find
7 leng_irr_verb get
8 |eng_irr_noun get
8 |eng_reg_noun ‘s sin-spo find
10 | eng_irr_word get
11 |eng_reqg_adjt get
12 |eng_reg_noun g plu=plp find
13 |eng_reg_verb ed pat find
14 |eng_irr_verb ing ppa ruledl
13 | eng_irr_verb s spr ruledl
16 |eng_pro_noun get
17 |eng_reg_adjt er com find
18 | eng_reqg_adjt est sup find
19 | eng_irr_adjt get

Figure 8.9: Sample data for English morphological rules

8.2.10 Syntax Rule for English phrases

The English syntax analyzing system (Phrase-based chanker) requires knowledge of
English phrases. Therefore, syntax rules are defined with considering the existing
phrase structure (noun phrase, verb phrase, etc.) for English. Figure 8.10 shows some

existing rules with their information.
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id morp |c0unt| prop | tp | gp | rwid | rmop
44 |\VBZ 1|ACT-SPT VP 8] 1|VBZ
45 |\VBP 1|ACT-5PT VP 8] 1|VBP
46 |\VBD 1 |ACT-PAT VP 8] 1/VBD
47 | ¥BF,XGG,PTO,VEP 4| ACT-FUT VP a 4|VBEP
48 | XBF,VBG 2 |ACT-PRC VP i] 2/ VBG
49 | XHX, VBN 2 |ACT-PRF VP 1] 2| VBN
50 | XH5,XBN,VBG 3 |ACT-PRPC | VP 1] 3 VBG
31| XW5,VBG 2 |ACT-PAC VP 0 2| VBG
52 | XWE,VWBG 2 |ACT-PAC VP 8] 2 VBG
53 | XHV,XBN,VBG 3 |ACT-PRPC | VP 8] 3| VBG
54 | XHD,VBN 2 |ACT-PAP VP 8] 2 VBN
55 | XHD,XBN,VBG 3 |ACT-PAPC |VP 8] 3| VBG
56 | XSH,VBP 2 |ACT-FUT VP 8] 2 VBP
57 | X5H,XBE,VBG 3 |ACT-FUC VP 8] 3| VBG
58 XSH,XHV, VBN 3 |ACT-FUP VP 8] 3 VBN
58 | X5H,XHV,XBN,VBG 4 |ACT-FUPC VP i] 4|VBG
60 | XWLXHV, XBM,VBG 4 ACT-FUPC  |VP 1] 4/VBG
61 |REX,VBZ 2 |ACT-5FT VP 1] 2\VBZ
62 FP3 1|FPS NP 1] 1 FP5
63 |FFF 1|FFP NP 8] 1| FPP
64 | SPS 1(5PS NP 8] 1|5P5
65 |SPP 1|5PP NP 8] 1|SPFP

MName

morp

count

prop

gp
rwid

rmop

CREATE TABLE
~id-
‘morp’
“count”
prop
“tp*

*rwid*
“rmop’
cext

Type

IMTEGER

TEXT

IMTEGER

TEXT

TEXT

IMTEGER

IMTEGER

TEXT

e e]e

goboooooon
OoO0O00o0OOo0dr

TEXT

"NPSyntaxOnto™
INTEGER PRIMARY
TEXT,

=
=]

-
o
=

{

ooooooogom =

EEY AUTOIMCREMENT,

INTEGER DEFAULT O,

TEXT,
TEXT,

INTEGER DEFAULT O,

INTECER,
TEXT,
TEXT

Figure 8.10: Selected rules to detect English phrases (Phrase rules)

8.3 EnSiMaS Virtual World

“Virtual World” is represented as the current environment of the multi-agent system.

The EnSiMaS system dynamically generates the required knowledge through the

existing ontology and input sentence(s). This section briefly explains the language

model, which was used to create the virtual world. For the translation purpose, the

following language model was used.

1. English Word: This model consists of information on given input words,

including the word and its morphology.

English Morphology: This model stores morphological information. After the

English morphological analysis, the English morphology is identified for each

English word.

English Phrase: After the syntax analysis, English phrases are identified for

the existing English sentence(s). These phrases’ information is stored in an

English phrase.
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4. Sinhala Phrase: Generated Sinhala phrases are stored in a Sinhala phrase
object.

5. Word Lexicon: According to the English-Sinhala bilingual results, English
words have zero or more Sinhala terms. The Word Lexicon model is used to
store that information.

6. EnSiMaS Phrase: An English phrase can be translated into a number of
Sinhala phrases. All this information is stored in an EnSiMas phrase.

7. EnSiMaS Phrase list: Translation results are stored in a list of EnSiMaS
phrases. Note that the EnSiMaS phrase list consists of target language
sentences.

The design of each language model has been described below.

8.3.1 The English Word and Word List

The model “EnglishWord” is the primary class of the EnSiMaS system. Figure 8.11
shows the class diagram of the “EnglishWord”, which is used to store English word
information. The English word object consists of a translation task ID, word ID
(position of the sentence), word and its morphology. Note that the field morphology
has been added after the morphological analysis.

2 EnglishWordList 2 EnglishWord

~MaxSize : int <<Property>> -laskid : int

~listCount ; int <<Property>> +wordid : int

~list : EnglishWord[] <<Property>> -word : String

+EnglishWordList() <<Property>> -morp : String

+EnglishWordList(MaxSize : int) +English\Word()

+EnglishWordList(ML : EnglishWordList) list |+EnglishWord(taskid : int, wordid : int, word : String, mop : String)
+toSiring() - String +EnglishWord(em : English\Word)

HillUnknownAsPRN() : void +toString() : String

+print() : void B

+clear() : void

+insertNewltem(ew : EnglishWord) : void

+getltem(pos : int) : EnglishWord

+setMorplogy(pos : int, morp : String) : void
+setMaorplogyForWordID(wid : int, morp : String) : void
+appendMorplogyForWordID{wid : int, morp : String) : void
+getMorplogy(pos : int) : String

+getWordID(pos : int) : int

+getEngWordCount() : int

+saveDataXML(xmlfile : String) : void

Figure 8.11: Class diagrams of the English word and English wordlist
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The English Word Morphology

English morphological information has been updated by the English morphological
analyzing system. Figure 8.12 shows a class diagram of the English word morphology.
This class consists of the word ID and the existing English word. In addition to that, it

takes the original base word of the existing word. For instance, the word “playing” has

the base word “play”.
Ersgli ah¥io ralbod phodog yLis g Engla W0 Mo pnalogy
=hlar o |t P rogartye cacedsd | il
~EsiCount ;- ini c<Progerty>> o | Bireg
—con : Connpciion = null cProparty>> Mo - Sinng
=simi : Stateman] = nul afrrogarty s ~owid ; int
s : RipsiGat = radl aProgarty=> ~gwped ; Siring
=i | Englahivoriiionphalogyll sl mgl abior o pholog)
ipadDection afyisath © Sring) @ Boolean +HEmgiarWeraliorpholagriashid | inl, worde © in, word - Sieng, Mo | S¥ag, owid | i, swond | Swing)
+E regisiiiordidonpited oy Lisk) +EngiaReralisrphoiogriem | Engiissiierdbisnntalogy)
+E nglshiordllonpihed ooy Lisa s Sane - ind) +inSiregl) : Sining
+E ngliabitordilonphology ListAL - Englshi ovilorphoiogyl ist) (]

wialtringl ) | Siring
el i el

+inseribewlen]ew - EnglshiWordhiorphoiogy) - voud
gedam{pes | inl) . EnglatWor dhlonptel ogy
sgettord I pem | inl) © ing

rﬂl@pl%m [} '5{--'-.-

e o heboarg Coudt]] | nl
spidila B Erg W ordIDipos | rd mop  Sing) it
spmvaDatnX ML (omlfils - Sinng) - vosd

v Cha S e OO L nmile | S b vkl
serpateWordl nxconl nd) | woid

Figure 8.12: Class diagrams of the English word morphology and morphology list

8.3.2The English Phrase and Phrase List

The English phrase consists of one or more English word. The English phrase class is
used to store phrase information on the EnSiMaS system. Figure 8.13 shows the
English phrase class. The English phrase object consists of relevant information on the

English phrase, including the starting point, endpoint, syntax rules, etc.
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EnglishPhrase

<<Property>> -
<<Property>> -
<<Property>> -
==Property>> -
<<Property>> -
=<Property=> -
<<Property>> -
<<Property>> -|
<<Property>> -
<<Property>> -
<<Property>> -

pid -int
type : String
stpos :int
endpos : int
moplist : String
rwid :int
rmop : String
prop : String
status : int
orgpos :int
trule : String

a EnglishPhraseList

~MaxSize :int
~listCount : int
~list : EnglishPhrase(]

+EnglishPhrase()

+EnglishPhrase(ep : EnglishPhrase)
+aString() : String
+gelEngPhrase() : Sting

+EmglishPhraze(pid : int, type @ String, stpas @ int, endpos @ int, moplist: String, rwid : int, rmop @ String, prop @ String, status @ int)

st

+EnglishPhraseList(}

+EnglishPhraselist{ MaxSize :int)
+EnglishPhraseList(ML : EnglishPhraseList)
+toString() : String

+print() : vaid

+getPhraselndexForST(st : int) : int
+getActivePhrasesOnly() : EnglishPhraselist
+printActiveOnly() - void

+elear() : void

+insertNewlemiew : EnglishPhrase) : void
+getltemipos : int): EnglishPhrase
+getWordID{pos :int) :int
+gethorphologyipos : int) : String

B +getPhraseCount() :int
+updateActivePhraseList{maxw @ int) : void
+getSortedPhraselist() : EnglishPhraselist
+getSortedActivePhraseList() : EnglishPhraselist
+getPCount() : int

+reNumber( j : void

+getWPIndex() : int
+getSortedActiveClausesList() - EnglishPhraselist
+SortPHList() : void

+saveDataXML{xmlfile : String) : void
+loadMainVerbPassition() : void
+updateBasicSentencelnfo() : void

Figure 8.13: Class diagrams of the English phrase and English phrase list

8.3.3 The Sinhala Phrase and Sinhala phrase list

The translated Sinhala phrase is stored in a Sinhala phrase object. Figure 8.14 shows
the class diagram of the Sinhala Phrase. The Sinhala phrase consists of the phrase type,
probability, original Sinhala headword, morphologically generated Sinhala headword,
and morphological information for each word. The pre-modifier and post-modifier for

the English phrase are also recorded.
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d SinhalaPhrse ] SimhalaPhraselList

<<Property=> -type : String ~M axSize : int

<< Property>> -prob : float ~listCount - int

<= Property== ol ' Sting ~¢on | Connection = null

<< Property>> -omapl | String ~5tmt | Statement = null

<= Property=> -ghw : String - ~rs : ResultSet = null

<< Property>> <hmop | String Hmlist : SinhalaPhree()]

<< Property==> -premod : String fist +SinhalaPhraselist()

<=Proparty>> -posmaod : String +SinhalaPhraselist(MaxSize : int)
<<Property>> -tmruie : String +SinhalaPhraselist{ML : SinhalaPhraselist)
<=Property>> -st : int +to String() : String

<=Property=>-en . int +printSentences() | void
==Property=> -usage . in{ sgetSentences () | Sting
<<=Property>> -singph : Slring +getTotallsage() : int
+SinhalaPhrse({gp : String, type : String, prob :i... +calculateProbability() | woid
+«SinhalaPhreel) print() : woid

+SinhalaPhrse(sp . SinhalaPhrs e) +clear) : void

+to String( ) : String +insertMewltem(sp : SinhalaPhrse): void
+5atProb(prob : int) : void +getitem(pos © int) : SinhalaPhrse
+getSinhalaPhrase() : String +getlistiternCount() : int
+getGeneratedSinhalaPhrase() ;| String +s ortForP robalbility() : void
+getSinhalaWord() : String +saveDataxXML (xmifile . String) : void

[ e

Figure 8.14: Class diagrams of the Sinhala Phrase and Sinhala phrase list

8.3.4 The Sinhala word Lexicon

The English-Sinhala bilingual dictionary consists of relevant Sinhala terms for existing
English words or phrases. In addition to the Sinhala term, it also consists of Google
search usage, human selection index, and morphology for the existing English word.
All this information is stored in a lexicon object. Figure 8.15 shows the class diagram

of the Sinhala word lexicon and Sinhala word lexicon list.
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a WordLe xiconList a WordLexicon a SinhalaWordList
~MaxSize : int <=Property>> -engwdpos :int ~MaxSize :int
~listCount : int <<Property>> -engmop : Sting . ~listCount : int
~¢on : Conngction = null <<Property>> -engword : String “Snwen ~gon : Connection = null
~stml : Statement = null <<Property>> -engbaseword : String ~stmt : Statement = null
~rs : ResultSet = null list | <<Property=> -argengwordid : int ~rs : ResullSel = nul
~list : WordLexicon[] ; <<Property>> -sinwords : SinhalaWordList
+loadDictionary(path : String) : boolean +WordLexicon() +loadDictionaryipath : String) : boolean
+WordLexiconList() +WordLexicon{engwdpos : int, engmap : Str.. +5inhalaWordList()
+WordLexiconlist{MaxSize : int) +WordLexicon{wl : WordLexicon) +5inhalaWordListiMaxSize : int)
+WordLexiconList(ML . WordLexiconList) +toString() : String . +SinhalaWordList(ML : SinhalaWordList)
+toString() : Sting list +1oString() : String
+print( ) : void [ +print{ ) : void
+clear() : void a SinhalaWard +clear(} : void
+insertNewltem(ew : WordLexicon} : void <<Property>> -type : String +insertNewltemisw : SinhalaW ord) : void
+gethemipos : int} : WordLexicon <<Property>> -prob : int +getltemipos : int) : SinhalaWaord
+getListitemCounti) : int <<Property>> -hus : int +getSinWaordCount(} : int
+saveDataXML{xmlfile - String) : void <ePrapertys> -rule int +saveDataXML{xmifile : String) : void
+getSinhalaWords{wordlD : int, mop : String) - SinhalaWordList <<Property>> -ow ; String B
+getWordLexicon(wordID : int, mop : String) : WordLexicon <<Property>> -newmon : String

<=Property>> -genmsinword : String

+Sinhal aWaord( )

+8inhal aWaord(type : String, prob : int, hus : 1.}
+Sinhal aWord(sw : SinhalaWord)
*+oString() : String

Figure 8.15: Class diagrams of the Sinhala word lexicon and Sinhala word lexicon
list of the EnSiMaS

8.3.5 The EnSiMaS Phrase

According to the approach discussed in this thesis. the English phrase is translated into
a number of Sinhala phrases. It should be required to store all the above information
in the virtual world. EnSiMaS phrase has been designed to store all phrases
information available in the translation (generated dynamic information stored in the
virtual world). Figure 8.16 shows the structure of the EnSiMaS phrase. Note that the
EnSiMaS phrase consists of the Sinhala phrase list, the English phrase, and other
relevant information such as the best phrase, top phrase, and the existing number of

phrase and thematic rules for the existing English phrase.

The Sinhala phrase list: Consists of some translated Sinhala phrases for the given
English phrase.

Best Phrase: After the Sinhala phrase agents’ communication, (Subject-verb or object-
verb) the Sinhala phrase, with the maximum probability, is moving to the best phrase
(if the phrase is a verb phrase, the probability take with considering the Sinhala subject

phrase and verb phrase).
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Top Phrase: Considering the existing Sinhala translations (The Sinhala phrase on the

EnSiMas phrase list), the phrase with the maximum probability set as the top phrase.

(that takes only considering the phrases on the Sinhala phrase list)

a SinhalaPhrse

<<Property>> -ty pe : String

<< Property>> -prob . float

<< Property=> -ohw : Sting
<<Property>> -omopl : String
<<Property>=> -ghw : Sting

<< Property=> -hmop : String
<< Property= > -premod ; String

[

a EnSiMaSPhrase a EnglishPhrase
<<Property>>-orgPos . int <<Property>>-pid . int
<< Property>> -phType : String <<Property>> -type : String
<< Property=> -thmoRule : String <<Property=> -stpos : int
<<Property=> -orgEngPh : EnglishPhrase -ogEngPh  |<<Property>>-endpos : int
<< Property>> -topSinPh : SinhalaPhrse << Property>> -moplist : String
<< Property=> -bestSinPh : SinhalaPhrse << Property>> -rwid ; int
-spl : SinhalaPhraseList [——————>®|=<Property>> -rmop ; String
+oString(} : String <<Property>=>-prop : Sting
+EnSiMaSPhmase() <= Property=> -status © int
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Figure 8.16: Class diagram of the EnSiMaS phrase

8.3.6 The EnSiMaS Phrase List

The Sinhala sentence can be considered as one or more Sinhala phrases which are
listed some syntactical order. The EnSiMaS phrase list consists of one or more
EnSiMaS phrases that represent a sentence. Figure 8.17 shows the structure of the
EnSiMas phrase list.
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Figure 8.17: Class diagram of the EnSiMaS phrase list

8.3.7 The EnSiMasS Sentence info

After generating correspondent Sinhala translations for the given English sentence,
Sinhala sentence information is stored into EnSiMaS sentence info object. This class
object also consists of thematic information for the translated Sinhala sentence. The
information available on the EnSiMaS sentence info is used to identify pragmatic
analysis or further required.

Up to this point, Ontology model has been discussed. The rest of the section briefly
explains the implementation of the six-language processing model for language
translation. Also, the implementation of the EnSiMaS will be discussed below.

8.4 EnSiMaS Agents

This section briefly describes implementation details of the EnSiMaS system that
consists of seven language processing systems, Sinhala phrase agents and two

controlling agents, namely EnSiMaS Manager and Translation Manager.

8.4.1 EnSiMaS Manager Agent
EnSiMaS manager agent (MaSMT controller) is the key control agent of the system

that control all the other agents, including the translation manager and language
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processing agents. The manager (Agent controller of the MaSMT) agent can directly
control several MaSMT agents. Thus, the EnSiMaS manager consists of seven
language processing swarms for language processing, and the translation manager is
used for handling the translation process. This EnSiMaS manager reads the input

sentence and provides translated outputs to the GUI.

8.4.2 English Morphological System

The English morphological swarm has been implemented using MaSMT agents. Table

8.2 shows the implantation details of each agent in the morphological swarm.

Table 8.2: Agents of the English morphological swarm

No | Agent Name Agent ID Task

1 | EnglishirrNounMopAgent analysis.101@ema | Identify irregular noun

2 | EnglishRegVerbMopAgent analysis.102@ema | Identify regular verb

3 | EnglishRegNounMopAgent analysis.103@ema | Identify regular verb

4 | EnglishProNounMopAgent analysis.104@ema | Identify Pronoun

5 | EnglishirrWordMopAgent analysis.105@ema | Identify irregular Other
words+ Auxiliary verbs

6 | EnglishirrVerbMopAgent analysis.106@ema | Identify irregular Verb

7 | EnglishirrAdjMopAgent analysis.107@ema | Identify irregular
adjective

8 | EnglishRegAdjMopAgent analysis.108@ema | Identify regular
adjective

These morphological agents use the suffix-removing/root-fixing method to identify
existing English morphology. According to the root-fixing approach, add-remove rules
are available for the English word. Each agent takes its rules and relevant
morphological information from the knowledge base and waits for messages to do the
analysis process. The EnSiMaS manager sends the message “analyze-eng-morp” with

the input sentence, then the agent reads the input and analyses the morphology. The
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result has been written in the virtual world for further use. Table 8.3 shows the
morphological tag set which is used to identify words. Then, the agent informs the
completed task activity for the EnSiMaS Manager. According to the diagram (Figure
8.18), the English regular noun agent should be capable of identifying English regular
nouns from the existing English source. The English regular verb can identify by the
regular verb agent. Similarly, all the above-related part of speech tags are identified.
After completing the task, the agent informs it into its manager and waiting for the
next task. In general, the morphological agent takes relevant morphological rules from
the ontology and waits for messages. If a message is available, then do the action

according to that. Figure 8.18 shows the activity diagram for the morphological agent.

Load Rule form

Active < Ontology

Live

—

<. Hasanessage >

"YES
N

No

<" if message 7 ifmessage "~
< - ———— :
... ema-analysis . ema-exit

Yes I l Yes

Analyse Input Text END

Update Result r"!- Y
into Ontology \./

Figure 8.18: Activity diagram of the morphological agent

Figure 8.19 shows the agent communication diagram of the morphological swarm.
According to the communication diagram, EnSiMaS manager broadcast messages to
its client agent (Morphological processing agents only) then each agent take the
message and work according to that. If Morphological analyzing process complete,

then send a reply message to EnSiMaS manager.
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Figure 8.19: Communication diagram of the EMS

Table 8.3: Morphological TAGs

No TAG Description
1 VBP Infinitive
2 VBZ Simple Present
3 VBD Past
4 VBN Past Participle
5 VBG Present Participle
6 NWS Singular Noun
7 NWP Plural
8 NPS Singular Possessive
9 NPP Plural Possessive
10 PNS Subject Pronouns
11 PNO Object Pronouns
12 PNA Possessive Pronouns
13 PNR Reflexive Pronouns
14 JIX Adjective
15 JJC Adjective (Comparative)
16 JJIS Adjective(Superlative)
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17 CON Conjunction
18 PRP Preposition
19 DET Articles

20 RBX Adverb

8.4.3 English Syntax Swarm

The English syntax swarm is used to identify the syntax structure of the given sentence.

For that, the English syntax swarm uses the result of the morphological analysis with

an input sentence. According to the design of the EnSiMaS, each agent has been

designed as a MaSMT agent. Table 8.4 shows the implantation details of each agent

in the English syntactical swarm.

Table 8.4: Agents’ details of the English syntax swarm

Agent

No | Agent Name Agent ID Task
1 EnglishNounPhraseSearchA | analysis.201@esa Investigate the possible Noun
gent phrases
2 EnglishVerbPhraseSearchAg | analysis.202@esa Investigate the possible Verb
ent phrases
3 EnglishOtherPhraseSearchA | analysis.203@esa Investigate the possible Other
gent phrases
4 | SyntaxidentificationAgent analysis.204@ema If possible identify suitable
syntax form the existing
phrases
5 | ThemoticRelationExtraction | analysis.205@ema Considers the syntax and

identify thematic relation in
between each phrase

Note that all the required rules are available in the knowledge base to search

available phrases. Thus, search agents (noun phrase, verb phrase, and other phrases)

take relevant information from the ontology and search through the existing
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morphologies. After phrase investigation, the syntax identification agent searches
through the available phrases and makes correct syntax structure for the given
sentence. After syntax identification, the thematic relation extraction agent searches
the relation in between the subject-verb and object-verb. Finally, the thematic relation
extraction agent sends the notification message to the EnSiMaS Manager to inform
that the task is complete. Figure 8.20 shows the general activity diagram for the phrase

search agents and Figure 8.21 shows the communication diagram of each agent.
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Figure 8.20: Activity diagram of the English Syntax Swarm
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Figure 8.21: Communication diagram of the syntactical swarm

8.4.4 Bilingual Semantic Swarm

Relevant Sinhala terms have been identified through the Bilingual Semantics Swarm
(BSS). This BSS comprises of four agents, namely the bilingual agent, transliteration
agent, probability calculation agent, and the semantics update agent. Table 8.5 shows
the implementation details of the Bilingual semantics swarm. After the morphological
analysis, the EnSiMaS manager sends a message to the bilingual agent to “update-
Sinhala-ontology”, then the agent takes the morphology list from the virtual world and
available Sinhala terms for each English word. If the Sinhala term is not available, it
sends a message to the transliteration agent to transliterate the English term. After
collecting all the Sinhala terms, the bilingual agent sends a message to the probability
calculation agent to calculate the available probability for each word. Then all the
generated information is updated into the virtual world through the semantics update
agent. The agent communication diagram of the Sinhala semantic swarm is given in
Figure 8.22.
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Table 8.5: Agents’ details of the Bilingual Semantic swarm

No | Agent Name Agent ID Task

1 | BilingualAgent analysis.301@bss | Search available Sinhala
term from the bilingual
dictionary

2 | TransliterationAgent analysis.302@bss | If Sinhala term is not
available in the bilingual
dictionary, then
transliterate it

3 | probabilityCalculationAgent | analysis.303@bss | Calculate the probability
for a particular Sinhala
term  compare  with
another term on the same
English word

4 | semantics update agent analysis.304@bss | All the ontology update

process handle by this
agent
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Figure 8.22: Communication diagram of the Bilingual semantics swarm
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8.4.5 Sinhala Morphological Generation Swarm

The Sinhala Morphological Generation swarm is used to generate Sinhala Nouns and
Verbs according to the given based form and grammar. According to the design of the
EnSiMaS, each agent has been designed as a MaSMT agent. Table 8.6 shows the
implantation details of each agent in the Sinhala Morphological generation swarm.

Table 8.6: Agents’ details of the Sinhala morphological swarm

No | Agent Name Agent ID Task

1 | SinhalaNounGenerationAgent | generate.501@smg | Generate Sinhala Noun
for the given grammar

2 | SinhalaVerbGenerationAgent | generate.502@ Generate Sinhala Verb
smg for the given grammar
3 | SinhalaOtherGenerationAgent | generate.503@ Generate Sinhala
smg another word for the

given grammar

Sinhala word generation has been done through the 3 agents namely Sinhala Noun
Generation Agent, Sinhala Verb Generation Agent and Sinhala Other Generation

Agent.

Sinhala Noun Generation Agent: This agent takes noun generation rules from the
knowledge base and waiting ready for the word generation. These rules are taken from
the BEES project. Figure 8.23 shows the activity diagram of the Sinhala Noun
Generation agent.

Sinhala Verb Generation Agent: This agent takes verb generation rules from the
knowledge base and waiting for the verb generation. These rules are taken from the
BEES project.

Sinhala Other Generation Agent: In general, other words do not participate in the word
conjugation. This agent provides relevant Sinhala translation for other words.
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Figure 8.23: Activities of the Sinhala Noun Generation agent
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8.4.6 Sinhala Syntactical Swarm

According to the EnSIMAS design, the Sinhala Syntactical Swarm (SSS) should
capable of regenerating suitable Sinhala sentence structure for the existing English
sentence structure. The Sinhala syntactical swarm consists of SOVgenerator agent,
PPOrderconvertor agent, and Complex Phrase search agent. Table 8.7 shows the agent

details of the EnSiMaS Sinhala syntactical swarm.

SOVgeneratoragent: The SOV generator agent is capable of generating suitable
grammatically correct Sinhala sentences according to the existing English grammar.
This agent takes syntax information from the virtual world.

PPOrderconvertor agent: According to the Sinhala grammar, preposition order takes
different order than the English preposition order. This correction has been done
through the PPOrder converter agent.

Complex Phrase search agent: Some phrase in the compound form (one or more

phrases) such phrases can detect through the complex Phrase Search agent.

Table 8.7: Sinhala Syntax Generation Swarm

No | Agent Name Agent ID Task

1 | SOVgeneratoragent | generate.601@ssg Generate the SOV order

2 | PPOrderconvertor generate.602@ ssg Generate the  preposition

agent phrase word order
3 ComplexPhrase generate.603@ ssg Generate  the  Complete
searchagent phrases

8.4.7 Translation Controller Agent

The phrase translation point of view, the translation controller (manager) is the key
manager that handles the translation process of the EnSiMas system. After creating all
the required information (after morphological, syntactic, and semantic analysis), the
EnSiMaS manager sends a message to the translation manager to start the translation
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process. Then the translation manager takes the phrase information from the virtual
world and creates Sinhala phrase agents for each English phrase. Note that, according
to the type of the English phrase, agents can be categorized into noun phrase agents,
verb phrase agents, preposition phrase agents, and other phrase agents. The translation

manager should be capable of fully controlling all these agents.

8.4.8 Translation Swarm

The translation swarm is the core swarm of the EnsiMaS system, handles the last and
most important stage in the transaction process. Before starting this process, it should
be required to complete all the natural language analysis process. Initially, the
translation manager takes phrase information from the virtual world and creates the
Sinhala phrase agent for each English phrase. These phrase agents are dynamically
created according to the English phrase of the input sentence. At the first stage, these
Sinhala phrase agents communicate with the virtual world, collect all the required
information (English phrase, semantics information etc., which are available on the
virtual world), then generate suitable Sinhala phrase(s). For that, it uses the existing
English phrase structure and the relevant Sinhala phrase structure for the phrase
generation. The phrase structure information can be taken from the virtual world. For
the word selection (Sinhala term selection), it uses calculated probability for each word
and re-calculates the probability for the generated Sinhala phrase. After the phrase
generation top solution (Sinhala phrase that takes the maximum probability), and set
of alternative solutions (other Sinhala phrases) are recorded. Then these Sinhala phrase
agents communicate with each other agents, (Subject-Verb and Object Verb) phrases
and take the selected solution. Figure 8.24 shows the Sinhala phrase agent
communication for best phrase pair selection for the subject-verb and object-verb.

Note that this process demonstrates how people search the subject, object, and action
verb for the particular sentence and allocate suitable terms according to its context. In

here, the suitable context allocation process starts with subject-verb communication.
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The subject agent (The agent with a Sinhala subject phrase) communicates with the
verb phrase agent (The agent with a Sinhala action verb phrase) and agree in both
contexts. After this communication, a suitable Sinhala phrase pair is selected. With
communication on verb phrase agent object phrase agent, makes the accepted
arrangement for verb and object. Through this communication process, arrangements
were not satisfactory (Agents do not agree for the phrase pairs), then the agent should
be able to re-arrange their phrases according to the new situation.
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Figure 8.24: Agent communication diagram of the translation swarm

8.4.9 Ontological Swarm

The Ontological swarm has been designed to handle all the information available in
the knowledge base and the virtual world. With the support of the ontology managing
warm, other agents can access a knowledge base or virtual world easily. This
Ontological swarm consists of two types of agents, namely “ontologyAcess” agent and
“VirtualWorldAccess” agent. Using Ontology access agent can be used to access
relevant information that is available in the knowledge base. The VirtualWorldAccess
agent can be used to access the virtual world. Table 8.8 shows the agent details of the

ontological swam.
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Table 8.8: Ontological Swarm

No | Agent Name Agent ID Task
1 | OntologyAccessagent access.701@osm Communicate with
Ontology

2 | VirtualWorldAccessAgent | access.702@ osm Communicate with Virtual
World

8.5 Summary

This chapter presented the implantation details of the EnSiMasS. The system has been
implemented with two MaSMT controllers and six language processing swarms.
Implementation details of each agent have been discussed in this chapter. The next
chapter describes how the system has been tested with more details on how the system

has been evaluated.
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CHAPTER 9
EVALUATION

9.1 Introduction

In the eighth chapter, it was described the implementation details of the EnSiMas. This
chapter presents details of how the EnSiMasS system has been evaluated. For the testing
purpose, three applications were developed; namely, EnSiMasS dictionary, EnSiMaS
phrase-based sentence editor, and the classical translator. Then the last section of the
chapter reports existing MT evaluation methods, the EnSiMaS evaluation process, and

the result of the EnSiMaS evaluation.

9.2 English to Sinhala Multi-agent System (EnSiMaS)

This thesis proposed a psycholinguistic approach for machine translation. Hence, the
EnSiMasS was implemented as a multi-agent system through the MaSMT framework
to simulate the behaviour of human translation. Figure 9.1 shows the top-level GUI of
the EnSiMasS system. This GUI gives a way to open the EnSiMaS dictionary, phrase-
based editor, or classical translator. More details of the EnSiMaS system tools have

been shown under the EnSiMasS user manual (Appendix B).

EnSiMas n
5 o) @

Figure 9.1: Top-level application selection GUI of the EnSiMaS

Using this GUI, users can select any option as they wish. The next few sections briefly
describe each component of the EnSiMasS and how they are implemented.
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9.3 EnSiMas Dictionary

To provide an accurate translation, correct lexical resource availability is essential. For
that, with the support of various software tools, a sufficient knowledge base has been
created. Note that the EnSiMaS bilingual dictionary consists of more than 87000
dictionary words. This dictionary can be used as a stranded dictionary like the Madhura
dictionary [262], EnSiTip [173] or Bhasha Dictionary [263]. However, some
functionalities have been added, including word correction, grammar editing, and new
word insertion. Also, it supports providing a human usage index for each Sinhala term.
For instance, an English word has several Sinhala terms; then the system allows the
user to select a more suitable Sinhala term from the existing Sinhala terms. The
dictionary uses two different types of usage index for each Sinhala term, such as the
Google Search index (GSI) and the human usage index (HUI). Through both index
values, the system is capable of identifying the best Sinhala translation for the given
English term. Further, both GSI and HUI values are used by the EnSiMasS translator
to select a more suitable word from the existing Sinhala terms. Figure 9.2 shows the

user interface of the EnSiMaS dictionary with the result of the English term “book”.

5 EnSiMaS Dictionary - X
File Tools Help

¥ | |book

A+

| e

esom(nun)

=aBes(nun)

F 2= eDxt momDa(veb)
gedmm(nun)

@ Dy momas(veb)
@osTSwe(nun)
#domoenws(nun)

A

@

Click on the suitable word to update availability

Figure 9.2: GUI of the EnSiMas dictionary
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Note that, this dictionary provides an interface to edit dictionary words (bilingual) and
their attributes for better accuracy. The GUI of the EnSiMaS word editor is shown in
Figure 9.3.

[£] EnsSiMas Word Editor - O X
File Edit
EnSiID |10908 |
EniD 120001327 |
Si ID |0 |
Type nun
Eng WD |book |
Si WD [esom |
Human Usa... |28
Rule ID |102 |

| Update | | Default | | Delete |

Figure 9.3: A dictionary-based bilingual word editor

9.4 EnSiMaS Translator

EnSiMasS translator is a classical tool for language translation that takes English text
and provides grammatically correct Sinhala translation(s). For instance, assume that
the system takes “The good boy is reading a new book at the school” as the input
sentence. The translation process begins with the EnSiMaS manager taking input text
from the GUI and communicating with the ontology manager and creating a new
ontology for a translation. Then the EMPS (the agent-based English morphological
analyzer) reads each word from the input sentence left to right and analyses each word.
The following are the results of the morphological analysis. Here, morphological

results are shown with the part of speech TAGs.

-lthe-- DET
-2good-- RBX JJX JJX NWS
-3boy—-- NWS

-4is-- XBF XIS VBP
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-5reading-- NWS VBG
-6a—— DET

-Tnew—— RBX JJX
-8book—-- VBP NWS
-9at——- PRP

-10the-- DET
-ll1school-- VBP NWS

After morphological analysis, the SSP (Sinhala semantics processing system)
provides available Sinhala words for each English word. For that, SSP uses the existing
knowledge base (English-Sinhala bilingual dictionary). If an English word is out-of-
the-vocabulary (not in the knowledge base), then transliterate the English word. If this
fails, use the same English word. The following information shows the results of

semantics processing.

bOOk(8-VBP) DEB 0053 mSD-VED 0053 mome-VED

school(11-VBP) ege momen-Veb Seomss-veb

book(8-NWS) ewom-NUN maBe-NUN gedmm-NUN gs3ds-NUN gmsess-NUN

the(1-DET) -det

go0d(2-RBX) eso¢-adv

new(7-RBX) ag»-adv gwe-adv

at(9-PRP) e-prp

the(10-DET) -det

000d(2-JIX) owe-ad] cfw-ad] ewesi-ad] meEsmien-ald] wwss-ad] 8»os-ad] 9g-ad)
no@m-ad] gw-adj ggo-ad]

new(7-JJX) egs-adj »o-adj eomdd-adj] egn-adj »8=»-ad] nygsic-ad] ed»o-adj cws-adj
ewdg-ad]

g00d(2-NWS) wwen-NuNn gewdsze-NUN

boy(3-NWS) 888 c@ws-NUN emEE-NUN g@cwo-NUN @:6@-NUN emec@s-NUN @scwe-NUN
®1@wo-NUN 918 ®5Do-NUN @admewo-NUN @Den’® modwo-NUN

reading(5-NWS) Be8e-nun e&os-NUN eamfeds od-NUN @de-NUN @dmae-NUN Dsds8oes-
nun

school(11-NWS) 8essedsomes-NUN o e-NUN Sexsoce-NUN sod@mEed-NUN Seodasncoed
Besoeres-NUN socwe-NUN

is(4-VBP) »-veb

read(5-VBG) Bwome:-VED wersmen-VeD csomos-veb seomnosimes-veb

Then, the syntax analyser (worked as a part of the phrase-based Chanker) enters the
process of the translation and identifies each English phrase. The following

information shows the results of the syntax analysis.
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1: NP-(1,
2: VP- (4,
3: NP- (o,
4: PP-(9,

3-DET, JJX, NWS)
5-XBF, VBG)
8-DET, JJX, NWS)
11-PRP,DET, NWS)

NOS,

NOS,

NOS,

NWS
ACT-PRC, VBG
NWS

NWS

After successful syntax analysis, the translation manager takes all the phrase

information and creates Sinhala phrase agents. Note that, Sinhala phrase agents should

be capable of generating multiple Sinhala translations for an English phrase, according

to the availability of the Sinhala words and considering four factors affecting the

language parsing. Note that, the semantics extraction agent on the translation swarm

and probability calculation agent in the translation swarm read each translated Sinhala

solution and updates the usage of the Google Search index for each Sinhala phrase.

The following results describe the language resources available on the Sinhala phrase

agent.

1: NP-(1, 3-DET,JJX,NWS) NOS, NWS

ewIC €OwWI , @®IE e®EE , ©¥¢ 0w , &3 EWMIED , ©WIE D8 WD, @G DIEW®I ,

@€ ©10w , eI 838 0w, wHBE LMW, E¥IE GOETO WICW ,

0.5302 :
0.3938 :
0.0311:
0.0117:
0.0098 :
0.0095 :
0.0061 :
0.0058 :
0.0017 :
0.0004 :

©¥IC EOwW

@%IC EICE R0

©®I€ 2)@20wWo

&3 EZIEDI

©®¥Ie D18 &
©NIC DI(RWI

©¥IE OTOWI

o 888 c®wo
w5 QDWW
©@¥IC GOOBO ICWo

2: VP-(4, 5-XBF,VBG) ACT-PRC, VBG

08 838, Bwddsy 838, »eddsf 838, geomedsy 838 ,
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0.858 : OBy 83
0.0797 : DwedSxy 838
0.0623 : 0¢o®sY 8338
0: 900 08sY 838

4: PP-(9, 11-PRP,DET,NWS) NOS, NWS
Bevoged &, wwed @, sdamEied &, Somddimned &, B8dDdomcwed Bosened &, Gvicede,

0.8662 : Besoceld

0.1281: s &

0.0043 : 0@ 00D &

0.0014 : Besodomed &

0: BB mEwed Sexrenad &
0: BFeog ol

3: NP-(6, 8-DET,JJX,NWS) NOS, NWS

acs ey , O mBwew , edme g OWE , edmed YRR ,

ednmd ywmoemes ,

0.7167: eCs e
0.1457: 0 aBw
0.0966: edme guiows
0.0371: edmd yuEnmwn
0.0037: e0me YO TwL

Considering the Google Search index as a key for calculating the probability and the
available context of the generated Sinhala phrase(s), the best Sinhala phrases are
identified with the communicating relevant agents in the swarm as required. In here, it
takes the phrase pair with the maximum probability of usage. The following list shows

the sample probability values for the subject-verb relationship.
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#e®wr Bwedm o 0.579

#He®wo cFOD 0.331

#e®wr 90 OBIHHD 0.047

#eBw pomts 0.044 Probability of the subject-
HomEEr Bedm 0.727 verb combination
HomE o ¢BOmH 0.175

HemMEE 900OBIHHD) 0.07

HomEEo ©om 0.029

H#2®10wr Bwed5 Do 0.489

#m®10wo ¢O5 0 0.407

#2)®10w EOHOBIHH 0.067 -

Hm®a0wo 0SB0 0.038

HomEDr BwdmD 0.683

HomEdr O 0.168

HomEDr eem@5I5Y 0.115

HomEDr ®womH 0.034

#8838 c@wr Bwd o 0.694

#88 cOw® ¢cFO»D 0.268

#8838 0w 9000535 0.031

#8388 c®wi »edmDo 0.006

Then the syntax generation swarm takes the information from the virtual world and
re-generates the Sinhala sentence by changing the phrase order of the existing phrase
list. For multiple solutions, it takes different subjects (Sinhala phrases) and
communicates with others with this subject phrase.

Once the system translates the sentence, then thematic information in the sentence
is recorded in the virtual world. This information should support extracting pragmatic
information from the input text and helping to do a better translation. Figure 9.4 shows
the GUI of the EnSiMaS translator.
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—— ———— —— ———— ————— ———
@

File Tools Help

i» ‘The good boy is reading a new book at the school

&

| o |

| A

‘ A l (A= Translate

A — :
—— |(Translation #1)

@ cwoe 888 g@wr 8dwicweed aox cums Hwuddxsy 838

@ (Translation #2)

(?) ee €W Bwiced & cPmdd cumm ¢S308x7 838

.’.J

(Translation #3)
ME GME® 2ee@ & 5D mafes Bewddsy &

[0}

(Translation #4)
eme D0 dmEIed € ednd doxidusl veod®sT 838

(Translation #5)
;am eznEd Bdwdciemed & cdnd yunmes coneRNSsT
a

8|
v (

(Translation #6)
e0I& O D BdOddwicuwed Sdwrnwe & cdmel

ol A e P o\ RA? R = |
domocmes 3087 838 =

| Trasiation Complete.

- - - e smarara -

Figure 9.4: GUI of the EnSiMaS Translator

9.5 EnSiMaS Phrase-based Editor

The EnSiMaS phrase-based editor was developed as an intermediate editing tool for
language translators (humans) to translate English sentences into Sinhala easily. This
editor provides phrase-level editing facilities, including pre- and post-content editing.
The main purpose of the EnSiMaS Editor is to capture human knowledge to improve
the accuracy of the EnSiMaS. The EnSiMaS editor reads an English sentence and
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provides the best Sinhala translation it can provide. Then the editor provides facilitates
to changing the appropriate Sinhala phrase from existing phrases. Figure 9.5 shows the
GUI of the EnSiMasS phrase-based editor.

@8 English to Sinhala Machine Translation System — K
File Settings About
= = = » . - o —
English to Sinhala Phrase based Editor ﬂ,g ] A || AF ‘iw’:" Q)
Supporting tool for Language Translation
Enter English text to translate English Phrase List
the good boy reads a new book =[NP the good boy (DET,JIX,NWS)
_| VP reads (VBZ)
|| NP a new book (DET,JIX,NWS)
&
- 4 ‘
Output . ‘j . Available Sinhala Phrase j

e emEE) Do svim el ® ol eV s

5D =ad

. T dosfdenl
ewIc P0wr YD B D8 .
¢ ecH gEnm

e domdenws

Budditha Hettige (budditha@yahoo.com)

Figure 9.5: GUI of the EnSiMasS phrase-based editor

9.6 Evaluation Strategy of the EnSiMaS

As stated, the hypothesis in this research is that “Multi-agent technology can be used
to design a machine translation system capable of processing morphology, syntax and
semantics interactively, like humans, rather than sequentially, as current machine
translation systems”. In the evaluation of substantiating the above hypothesis, we have
used various statistical techniques with their own hypotheses to assess the significance

of the conclusion about the hypothesis in the thesis.

Machine translation systems should be capable of translating one language text
(source) into the other language (target) without changing its original meaning.
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According to the complexity of natural languages, a source language sentence can be
translated to several semantically equivalent or similar sentences. Thus, evaluating the
quality of machine translation is a complex process that requires a sound knowledge

of both languages.

Numbers of evaluation techniques (quantitative and qualitative) are available,
including word error rate (WER) [264], sentence error rate (SER) [265], inflexional
error rate, etc. All these machine translation system evaluation methods can classify
on fully automated evaluations or human-based evaluations [266]. Further, fully
automated evaluation can be done through the automatic metrics, with refereeing one
or more human reference translations. The section below presents some automated

evaluation matrices for machine translation.

9.6.1 Round Trip Translation

The Round-trip Translation (RTT) or back-and-forth translation [267] [268], is one
of the earliest methods of evaluating MT systems that translate text from source to
target and then translates target to a source using the same machine translation system.
The RTT results are closer to the original input sentence; then it says that the quality
of the machine translation system is high. However, if the result is not close to the
input sentence, then it is impossible to know “where the error occurred” [269]. Thus,
some people argue that round-trip translation is not suitable for evaluating MT systems
correctly [261].

9.6.2 Word Error Rate

The word error rate (WER) is one of the popular metrics for calculating the accuracy

of machine translation systems, especially in speech recognition systems [270].

Through the automated calculation of the word error rate, several applications have

been developed for many languages [265]. Note that the WER is derived from the

Levenshtein distance (the Levenshtein distance [271] is a string metric for measuring
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the difference between two sequences [272]). In general, WER can be computed as

the equation given in equation 9.1.

S+D+I  S+D+I (9.1)

WER = =
N S+D+C

where:

S - Number of substitutions in a text,
D - Number of deletions in a text,

I - Number of insertions in a text,

C - Number of correct words in a text,

N — Total number of words in the reference text (N=S+D+C)

Note that several algorithms are available to calculate WER automatically and are used

to measure the accuracy of the translated results easily [273].

9.6.3 Sentence Error Rate

With comparing the WER, the sentence error rate (SER) is another matrix to evaluate
automatic speech recognition systems, as well as output results of the machine
translation systems [274]. SER represents the percentage of sentences that are not

matched with the reference translation(s).

9.6.4 Translate Error Rate

The translation error rate (TER) [275] is a measure to evaluate an MT system that
represents the number of changes (edits) needed to apply a hypothesis to one of the
references. The equation 9.2 donates the TER.

number of _edits

TER = (9.2)

average_of reference_words
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9.6.5 Inflectional Error Rate

The inflexional error rate (IER) is another error calculation method for the machine
translation system that represents “the number of words translated into the correct base
form but into the incorrect full form”[276]. Note that the target language is
morphologically rich, then the inflexion error may give the wrong results. Therefore,
calculating the error of word inflexion helps to make more accurate results of the

evaluation. Equation 9.3 shows the IER.

Word With generation Error

IER = (9.3)

Total number of inflectional word

9.6.6 BLEU

The BLEU is the most popular inexpensive, fast, language-independent, and
automated evaluation matrix for machine translation[277]. In general, the BLEU
metric gives "the closer a machine translation is to a professional human translation;
the better it is" [278]. The BLEU evaluation matrix provides results in between zero
and one, which indicates how similar the candidate text is to the reference text. If the
BLEU value is much closer to 1, it represents similar texts.

Consider the process of the BLEU, which calculated scores for individual segments in
a sentence. The final score takes considering the average of these scores over the whole
corpus. The BLEU score can be calculated using Equation 9.4.

BP:{l ife>r .

ell=r/e)  if e<r

Then,

N
BLEU= BP-exp < Z Wy, logp,,> : (9.4)
n=1
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However, in general, the BLEU score is used to calculate through the corpus. A
modified version is available for the BLEU score with smoothing for the sentence level
evaluations [279]. Further, BLUE score calculation programs are freely available on
NLTK [280] and GitHub [281].

9.6.7 METEOR

The “Metric for Evaluation of Translation with Explicit Ordering” (METEOR) is
another popular evaluation matrix for MT [282]. METEOR has been introduced to
overcome existing issues on the BLUE matrix. The “METEOR metric is based on the
harmonic mean of unigram precision and recall”. The METEOR MT evaluation matrix
gives sentence or segment level good correlation with human judgement. However,
the basic unit of both evaluations is the sentence. The METEOR creates an alignment
between the candidate translation string and the reference translation string that maps
between unigrams. These methods have been applied to many language pairs,
including Asian languages like Hindi [283]. Further, there is number of the way on
machine translation, therefore selecting the suitable evaluation method is very useful

to take the correct accuracy[284].

9.6.8 Human Evaluation

Human evaluation is another way of evaluating MT systems with few disadvantages.
Among others, human evaluation is a costly and time-consuming process than
automated evaluation [285]. In addition to that, it is difficult to achieve consistency
of the same human judge and consistency across multiple judges. Further, the quality
of the MT system can calculate in many different ways. Therefore human evaluation
standard can be depended on the goal of the evaluation [286]. There are numbers of
methods available for human evaluation. Among others, the BEES translator has also
been evaluated through human-based methods [287]. Under this BEES evaluation,
WER and accuracy have been calculated through human support. However, adequacy-

fluency metrics are popular methods for human-based MT evaluation [288].
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Adequacy-Fluency Metrics for MT Evaluation

With the above ideas, Koehn and Monz have introduced a common method for human
evaluation through adequacy and fluency [289]. Their evaluation method gives way
for assigning numerical values to measure quality. This metric is used to evaluate MT

performance through adequacy and fluency [290].

Adequacy

The adequacy metric gives “How much of the source information is preserved in the
translation?” by considering both source and target. This adequacy judgment asks
raters to rate in the scale 1-5 value of meaning expressed in a reference translation

(Likert scale [291]). Table 9.1 shows the 1-5 scale of the adequacy metric.

Table 9.1: 1-5 Scale Adequacy matric

Scale Adeqguacy (Meaning translation)
All (Perfect)

Most

Much

Little

None (No meaning)

RINW &~ O

Fluency

The fluency matric gives “How good is the translation regarding the target language
quality” by only looking at the target language translation. Table 9.2 shows the 1-5

scale values on the fluency matrix.

Table 9.2: Fluency value in the Likert scale

Scale Fluency (According to the target translation)
5 Flawless translation

4 Good translation

3 Non-native translation
2

1

Diffluent translation

Incomprehensible translation
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With these methods, different ranks are obtained. After raters rate the sentence, it
should be required to check the agreement in between each rater and finally measure
the ordinal association between measured quantities through the Kappa coefficient or
Kendall's rank coefficient [292].

Agreement between different raters

After rating each sentence, it should require to take annotator agreement for adequacy
and fluency tasks, which can be measured using the “Kappa coefficient” [292]. The
“Kappa coefficient” is a statistical measure that is used to measure “inter-rater”
reliability for qualitative items [293] [294]. Note that more research gives attention to

the adequacy than the fluency [295]. Equation 9.5 gives the Kappa coefficient.

1— P(E) (9.9)

Where: P(A) is the proportion of times annotators agree, and P(E) is the proportion of

times annotators are expected to agree by chance” (5-point scale — p(E) = 1/5).

The Kappa coefficient can be used to agree on what constitutes good or poor levels.

Table 9.3 shows the Kappa values for agreement.

Table 9.3: Fleiss' Kappa values for agreements

Kappa (K) Agreement
K<0 No agreement
0.00-0.20 Poor agreement
0.21-0.40 Fair agreement
0.41 - 0.60 Moderate agreement
0.61 —0.80 Good agreement
0.81 - 1.00 Very good agreement
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However, Kappa coefficient values are taken only for two raters. For more raters,
Fleiss' kappa can be used. “Fleiss' kappa is a statistical measure for assessing the
reliability of agreement between a fixed number of raters when assigning categorical
ratings to a number of items or classifying items”. Fleiss' kappa can be taken from

Equation 9.6.

(9.6)

1 k _ k
Po=——% nyn;—1 P = 2
n(n—1) 72:1: 5 (i ) e ;pj

In general, Fleiss' kappa will be higher when the agreement is perfect. Table 9.4 shows

Fleiss' kappa values for agreements.

Table 9.4: Fleiss' Kappa values for agreements

Fleiss' kappa (K) Agreement
K<0 Poor agreement
0.01-0.20 Slight agreement
0.21-0.40 Fair agreement
0.41 - 0.60 Moderate agreement
0.61 -0.80 Substantial agreement
0.81-1.00 Almost perfect agreement

Measure the ordinal association between reference translation and a system-

generated translation

It is better to measure the ordinal association between the reference translation and a
system-generated translation. This evaluation needs to do with the measure of the

adequacy and fluency matrix. For that, Kendall's tau correlation coefficient can be

136



used. Kendall's tau correlation coefficient is a statistical measure used to measure the

ordinal association between two measured quantities.

The expression for “Kendall's rank coefficient” is given in Equation 9.7:

2
e n(n——l) Z sgn(z; — ;) sgn(yi — y;) 9.7)

i<j

Note that, “Kendall's rank coefficient” [296] ranking value ranges from -1 to + 1. If
there is good agreement between the two rankings, then the value is 1 and disagreement
between the two rankings then the value is —1. Further, if two rankings are

independent, then the ranking value would be approximately zero.

The above-mentioned statistics theories and methods have been used in the EnSiMaS
evaluation. The rest of the chapter describes the experimental setup, data analysis, and

results of the evaluation clearly.

9.7 Experiment

EnSiMasS was evaluated with the following procedure:

1. Asthe first step, 85 sample sentences were created by considering the different
structure, including different types of tenses and commonly used sentence

patterns (different types of sentences).

2. Each sentence was given to the subject expert (professional language
translators) to translate into Sinhala. This translation has been considered as

the reference translation.

3. Through the EnSiMaS System, each sentence has been translated into Sinhala.
Note that, the best three translated sentences were taken for each input English
sentence. For the evaluation purpose, 85 English sentences, 255 Sinhala

translations, and 85 reference translations were used.
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With these records, the WER, SER, and IER were calculated.

Using the existing Python program, the BLEU score was calculated for all
solutions separately considering the reference translations.

The evaluation form has been created for the randomly selected 25 sample
sentences. With this evaluation form, adequacy and fluency rates are taken

from 55 raters.

Through the statistical analysis, raters’ agreements and correlations were taken.

Table 9.5 shows the selected 25 sample sentences and some translations for each

sentence.
Table 9.5: Sample 25 sentences with translated results
No English source EnSiMaS Translation
1 | I am writing a book 00 owmm Oz BT 8BS
2 | The good boy reads a new book o¢ eEE aes cvmm BwdB
3 | Agood student will eat rice at the evoe Bduews @um Eed &
canteen A amwd WmOBTesTe
4 | The man with his wife wentto the | gosw @» dyed @vzde
party ceded Sode
5 | The good boy was eating an apple owe €@w Bdwced & ad
at the school eoder gwd OB B83edae
6 | The good boy and a beautiful girl ome @Cw ¢ cHur DOTw
have written an essay Do DD GO0 WO Beowd
7 | I will write a story for my children o0 Pod €O wewo O
GO OIS
8 | I play basketball every week with 00 ®ed B8nd wO® @ @wBEDEO
my friends s 8ousle W3 S
9 | My good friend was singing a song | ®ed ewme 8nd Bdwced &
at the school Bmw ®wsn ®o8sy 8B3edw
10 | A boy and a girl sing a song on the 888 gPown wvn owie ¢lowvx

bus

23 0Ol Bmwenl ©®ws) A
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11 | The boy is going to eat rice with my | e ®od 8nd ©w@e a=f
friend 2md mOsTesiw
12 | | wrote a letter at the school ®0 mweEe GB8exw drn meed
13 | We read newspapers daily 88 &0DaB old Smwmn BBdE
14 | She can ride a bicycle and drive a @0 BB e W
car Do B8O wBG
15 | Mother prepares the breakfast at | 0 n@d8ed 2 gwed c®8 wewo
the kitchen for her children CD) @0W® QDO BOB
16 | My dog ate rice with meat ol ACE @0 806 W ;eDe
17 || was eating a big pizza with my | ®® ®ed 8nosy ©weo dreos
friends 0B wm @wis Sodvws 8z
8B3eed®
18 || am selling my motorcycle and | @@ ©®od 88w Smenmdr ©®
buying a new car 20 00w B0 oI
19 | We wrote a book &8 cvm GO meg§
20 | My dog and his cat are eating rice | @ AFE ©¥ VYed L@ Sd ©w»
with meat a5 »Bs 838
21 | A clever student reads good | ¢fs Bduews evie ydfus Ememo
newspapers daily BedB
22 | The singer has sung a new song Mm@ 20 BIedn s DIE
Bewl
23 | The neighbour bought a radio aeFDBw o88ewlds 80
ISYofcYo 1o
24 | We will draw a painting at every | 8 ©:© 8 gsinem»i® @06 gued
weekend with our friends 8o’ 000 85n0x 8§
25 | The strongest rain ever recorded in | India 82 Gwo mes mo>» ¢ &8

India shut down the financial hub of
Mumbai, snapped communication
lines, closed airports and forced
thousands of people to sleep in their
offices or walk home during the
night, officials said today.

05200 Mumbai 8 @¢d BEade
ORdeEmG DHB wriBedeny 8o
2000me meoge @driemgue  ©w
RPsTed wbwicw B8 Smymd Buie
O owd Csfdw gmdnd 0ex =»J
BeERdewd 8¢ &Bomn megn
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9.8 EnSiMas vs Google Translator

This section gives a brief comparison of Google translator and EnSiMaS by
considering their accuracy and features. Google provides free language translation
service among more than 100 languages, named “Google Translator”. In general, the
quality of the Google translation is depended on amounts of data and, based on
previous translations [297]. Many researchers have noted that this tool may be the
perfect travel companion, it’s not a reliable language service[298]. As such, there are
many reasons not to rely on Google Translator [299] [300] [301]. Below are some
commonly cited reasons.

1. Google recommends not to rely completely on its free translation service

2. Translation causes hilarious situations

3. Google Translator doesn’t have a proofreading service

4. Google Translator has limitations in grammatical correctness in some translations
5

Translation quality is depended on amounts of data

In comparison with Goole Translator, EnSiMaS translation provides grammatically
correct translation, and it provides more than one translation depending on the
availability of lexical resources. Further EnSiMasS provide correction facilities with its

Phrase-based editor. Table 9.6 shows Features comparison between EnSiMaS vs

Google
Table 9.6: Comparison between EnSiMasS vs Google Translator
|
>3 5| 3
S2 |ec2|8E| £ = 5
=5 | 28|84 8| 8 | 38
System Approach EE | E5| 8¢ L & | £
+— ) 5 © - _
sE|2@|85 g |7 BE
O 5 | 5
O N—r
Gooale Statistical/
g Neural Machine X X X X \ \
Translator :
Translation
. Hybrid (MAS +
EnSiMaS psycholinguistic) \ V \ V X X
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9.9 Results and Data Analysis

The EnSiMasS system was analysed using 85 English sentences. Each English sentence
was translated into Sinhala using EnSiMaS, and 255 Sinhala translations were taken.

In addition to that, reference translations were taken with a human expert’s support.

9.9.1 Details of the sample set

85 sentences are used to evaluate the system. These sentences are taken from the
internet and a book on English linguistics for language teaching [302]. The descriptive
statistics of the input sentences are given in Table 9.7.

According to the sample used minimum word count for the sample, is 4 and the

maximum word count of the sample sentence is 38. The mean value of the sample

sentence set is 9.68. it refers that most sentences have more than 9 words.

Table 9.7 Summary of descriptive statistics of the 85 input sentences

Descriptive Statistics

N Minimum Maximum Mean S.td'.
Deviation
Number_of_ o 4 38 9.68 4.953
words
ValidN 85
(listwise)

Also, the distribution of the number of words among each input English sentence is

shown in Figure 9.6.
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0 Number of word distribution among Input sentences
Mean = 9 68
Std. Dev. = 4.953
N =85
>
(& ]
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(=2
2
('
30 40

Noun_of_words

Figure 9.6: Distribution of the number of words among input sentences

Using the translated output (three translations for each sentence), WER, IER and SER
were calculated. Table 9.8 shows the results of the word error rate, inflexion error rate

and sentence error rate.

Table 9.8 Calculated WER, IER and SER for the translations

EnSiMaS Translation WER IER SER
Solution 1 5.26% 5.26% 4.37%
Solution 2 10.53% 7.02% 5.21%
Solution 3 10.53% 7.89% 6.54%
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Further, with reference translation, the BLEU score was calculated for the three

translations. Table 9.9 shows the calculated BLEU score for each solution.

Table 9.9 Calculated BLEU results for each translation

EnSiMaS P(1) P(2) P(3) P(4) BLEU

Solution 1 | 0.92897727 | 0.89141004 | 0.87358490 | 0.87358916 | 0.89160756
Solution 2 | 0.70738636 | 0.55915721 | 0.46037735 | 0.40180586 | 0.52009204
Solution 3 | 0.60653409 | 0.46029173 | 0.38679245 | 0.33408577 | 0.43581893

9.9.2 Adequacy and Fluency

Adequacy and fluency of the best solution (Translation 1) were evaluated with human
support. The evaluation form was used to evaluate a randomly selected sample of 25
sentences from the existing 85 English sentences. The evaluation form was given to
raters, and they were asked to rate according to the translated sentences’ adequacy and
fluency. Using the evaluation results, Fleiss' kappa coefficient was calculated for each
adequacy and fluency agreement. Table 9.10 shows the summary for Fleiss' kappa
coefficient values for adequacy and Table 9.11 shows the summary for Fleiss' kappa
coefficient value for fluency.
Note that:
Hypotheses for the raters’ agreements on adequacy can be stated as

Ho: There is no agreement on adequacy between each rater.

Hi: There is an agreement on adequacy between each rater.

The agreement was calculated through the Fleiss’ kappa coefficient. Calculated results

show that the overall Fleiss' kappa coefficient is 0.277 with 0.000 significance. (Thus,

HO can be rejected at 5% level of significance.)
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Therefore, it can be concluded that there is a fair agreement between raters on their

adequacy ratings.

Table 9.10 Fleiss' kappa coefficient values for Adequacy

Overall Kappa
Kappa Asymptotic Z P Value Lower 95% Upper 95%
Standard Error Asymptotic CI Asymptotic CI
Bound Bound
Overall 277 .009 30.824 .000 259 .205
Kappa’s for Individual Categories
Rating Conditional Kappa Asymptotic z P Lower 95% Upper 95%
Category Probability Standard Value Asymptotic Asymptotie CI
Error CI Bound Bound
3 458 386 012 33.393 .000 363 408
4 411 121 .012 10.516 .000 099 144
5 18 .370 012 32.065 .000 348 393

Hypotheses for the raters’ agreements on fluency can be stated as

Ho: There is no agreement on fluency between rater

Hi: There is an agreement on fluency between rater
The agreement was calculated through the Fleiss Kappa coefficient. Calculated results
show that the overall Fleiss' kappa coefficient is 0.308 with 0.000 significance. (Thus

Ho can be rejected at 5% level of significance.)

Therefore, it can be concluded that there is a fair agreement between raters.
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Table 9.11 Fleiss' kappa coefficient values for Fluency

Overall Fleiss' kappa coelficient values for Fluency
Asymptotic Lower 95% Upper 95%
Kappa Standard Z P Value Asymptotic Asymptotic CI
Error CI Bound Bound
Overall .308 .008 38.563 .000 292 323
Kappa'’s for Individual Categories
Rating Conditional Kappa Asymptotic z P Lower 95% Upper
Probability Standard Value Asymptotic 95%
Error Cl Bound Asymptotic
Cl Bound
2 .608 .589 012 50.973 .000 .566 .611
3 277 178 .012 15.418 .000 155 .201
4 454 293 012 25.375 .000 270 316
5 732 322 012 27.905 .000 .300 .345

Considering all the raters’ results, the percentage value for the level of adequacy and

fluency was calculated for translation #1. Figure 9.7 represents the percentage

distribution of both adequacy and fluency.

70.0%
Adequacy and Fluency
60.0% 55.2%
50.0%
40.0% 33.0%
30.0%
20.0%
11.8%
10.0%
0.0% 0.0% -
0.0%
Adequacy
H]l H2 m3 m4 m5

60.5%

22.7%

12.0%

4.8%
0.0%

Fluency

Figure 9.7: Percentage distribution on adequacy and fluency values for EnSiMaS

Best Translation
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Besides, adequacy levels and fluency levels for five randomly selected raters are

shown in Figure 9.8 and Figure 9.9. According to the figures, it can be concluded that

more than 80% of raters (higher proportion) has given for the higher level (4 and 5)

for adequacy and more than 60% rates have given for the higher value of fluency.

60%

50%

40%

30%

20%

10%

0%

Distribution on adequacy levels for randomly
selected five raters

56%

20%
16%
0%0% 0%0 %

56%

48% 48
409
12%
0% O%I 0%0%0 %

R3

H]l m2 m3 m4 m5

56%

52%

0,
8%
%0%
-

36%

Figure 9.8: Distribution on adequacy rates on five different raters
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Figure 9.9: Distribution on fluency rates on five different raters

Measure the ordinal association between human translated results and EnSiMaS

translation

Ordinal association between human translation and EnSiMas translation on adequacy

is given below.

Hypotheses for the association between human translation (reference translation) and
EnSiMas translation on adequacy can be stated as follows:
Ho: There is no association between the adequacy of human translation and
adequacy of EnSiMas translation.
Hi: There is an association between the adequacy of human translation and

adequacy of EnSiMas translation.

Association has been calculated through Kendall's rank correlation coefficient.
Calculated results show that Kendall's rank correlation coefficient is 0.154 with 0.005
significance. (Thus, Ho can be rejected at 5% level of significance). Therefore, it can

be concluded that there is a fair association between adequacy of human translation
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and adequacy of EnSiMas translation. Table 9.12 shows the test results of “Kendall's

rank correlation coefficient.”

Table 9.12: Summary of the Kendall's rank correlation coefficient for adequacy

between Human translation and EnSiMasS translation

Correlations on Adequacy
Adequacy of Adequacy of
the Reference the Machine
Translation Translation
Adequacy of the Pearson 1 154"
Reference Correlation
Translation Sig. (2-tailed) 004
N 350 350
Adequacy of the Pearson 154" 1
Machine Correlation
Translation Sig. (2-tailed) .004
N 350 350

Ordinal association between human translation and EnSiMas translation on fluency is

given below.

Hypotheses for the association between human translation (reference translation) and
EnSiMas translation on fluency can be stated as follows:
Ho: There is no association between the fluency of human translation and
fluency of EnSiMaS translation.
Hi: There is an association between the fluency of human translation and

fluency of EnSiMaS translation.

Association has been calculated through Kendall's rank correlation coefficient.
Calculated results show that Kendall's rank correlation coefficient is 0.483 with 0.000
significance. (Thus, Ho can be rejected at 5% level of significance) Therefore, it can

be concluded that there is a moderate positive association between fluency of human
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translation and fluency of EnSiMas translation. Table 9.13 shows the test results of

“Kendall's rank correlation coefficient™.

Table 9.13: Summary of the Kendall's rank correlation coefficient for fluency

between Human translation and Fluency on EnSiMaS Translation

Correlations on fluency matrix
Fluency of the Fluency of
Reference the Machine
Translation Translation
Fluency of Pearson 1 483"
the Correlation
Reference Sig. (2-tailed) .000
Translation N 350 350
Fluency of Pearson 483" 1
the Machine Correlation
Translation Sig. (2-tailed) .000
N 350 350
**_Correlation is significant at the 0.01 level (2-tailed).

9.10 Conclusion of the Data Analysis

According to the Fleiss’ Kappa coefficient, the calculated value for adequacy levels
(0.277) reveals that there is a significantly fair agreement on adequacy between raters.
Also, the Fleiss’ kappa coefficient calculated for fluency levels (0.308) reveals that
there is a significantly fair agreement on fluency between raters. Also, Kendall’s rank
correlation coefficient (0.154) shows that there is a weak positive association between
adequacy levels of human translations and system translations. Calculated Kendall’s
rank correlation coefficient (0.483) for fluency levels of human translation and system
translation reveals that there is a moderately positive association between fluency

levels of human translation and the EnSiMaS system translation.
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9.11 Summary

The first part of the chapter reports testing tools that have been used to test the
EnSiMasS system, namely EnSiMaS Dictionary (ontology editor), the phrase-based
editor, and the classical translator. Then the next section of the chapter reports the
evaluation process of the EnSiMaS. The EnSiMaS has been tested with 85 sample
sentences. With these results, the WER, IER, SER and BLEU scores were calculated.
In addition to that, adequacy and fluency were ranked from 55 raters. Results were

statistically analyzed.
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CHAPTER 10
CONCLUSION AND FURTHER WORK

10.1 Introduction

This thesis proposed a novel approach to machine translation, which is based on the
concepts behind human language translation. The previous chapter reported the
evaluation methods, including evaluation results of the EnSiMaS. This chapter reports
a briefing of the thesis, including revisit note on the proposed approach, conclusion ,

objective-wise achievements, limitations and future works of the research.

10.2 Hybrid Approach for Machine Translation

Machine translation systems are now commonly accepted by a large community of
people for translating one language text into another as a quick and low-cost solution.
However, the existing system has some quality gaps in-between machine-generated
output and the human-translated well perfect translations. To reduce the quality gap
between human translated results and machine-translated solutions is the current

trending research direction.

Note that, at the early days of the machine translation systems were introduced,
concepts on the human translation were investigated. However, at that time,
computing technologies are not sufficient to simulate such human translation process
(Summary was taken from the first MT conference in 1952). With the power of the
Multi-agent technology, this research proposed a new machine translation approach,
that should capable to translate like a human (Use psycholinguistics concepts for
machine translation) This can be considered as the primary contribution on this

research for the field of computing especially on Machine Translation.

The proposed approach is based on psychologistic language parsing techniques used
by humans to understand a text specially written in the English language [31].
Theoretically, this proposed MT approach can be demonstrated with the model on the

garden path model and the constrained stratification model. This proposed approach
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takes concepts on both theories and makes new concepts, which can be implemented
through the multi-agent system technology. According to the approach, it collects all
the possible solutions (like constrained stratification) and assigns context through
subject-verb, verb-object agreement (like the garden path model). Further, translation
has been done through the phrase-based, then subject-verb agreement and object-verb
agreement were taken, all have done through the agents’ communication. The
proposed translation approach has been tested through the multi-agent system,
EnSiMasS. For the testing purpose, three systems were developed. The EnSiMaS
dictionary is a bilingual dictionary tool, which was used to customise the
knowledgebase for English and Sinhala languages. The phrase-based editor is another
tool that was used to enhance the accuracy of the phrase translation with human
support. The classical translator can be used to translate one or more sentences

(sentence or phrase).

The EnSiMasS system was tested with 85 sample English sentences. For each English
sentence, three different translations were taken. According to the evaluation result,
WER, IER and SER were calculated. Also, the BLEU scores were calculated for each
translation. Finally, adequacy and fluency rates were taken from 55 human evaluators
considering the human-translated reference sentences. According to the statistical
analysis, there is a weak positive association between adequacy levels of human
translations vs EnSiMaS system translations and a moderate positive association

between fluency levels of human translation and EnSiMasS system translation.

10.3 Conclusion

The hypothesis of the research is stated as multi-agent technology can be used to
design a machine translation system, capable of processing morphology, syntax and
semantics interactively, like humans. Therefore, a novel machine translation approach
was proposed by combining the existing two human language parsing concepts,
namely the garden path model and the constraint satisfaction model. The approach has
been simulated through the multi-agent system technology.
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Note that most of the existing approaches provide unidirectional interaction among
morphological, syntactical, and semantic processing. The proposed hybrid approach
avoids these unidirectional language processing concepts and proposed interactive
communication and made an agreement through the agents. In addition to that,
according to the power of the multi-agent systems, most of the tasks can be done
parallel when they can do parallel. However, to increase the performance of the
system, some analysis is required to complete (morphological and syntactical analysis
have been done before going to translation). Then agents can interactively
communicate with each other and solutions were taken.

This hybrid approach has been simulated through the Multi-agent system EnSiMasS,
capable to translate English sentence into Sinhala. EnSiMasS translator has been tested
with 3 subsystems namely EnSiMaS dictionary, EnSiMaS phrase-based editor and
EnSiMas translator.

The performance of the EnSiMaS system was tested using 85 English sentences and
255 Sinhala translations. According to evaluation, 5.26% Word Error Rate, 5.26%
Inflection Error rate, 4.37% sentence error rate and 0.89 Bleu scores were obtained.
The adequacy and fluency of the best solution were evaluated through human support.
88.2% raters rates for most or perfect translation on adequacy and 83.2% raters rates
for good or flawless translation on fluency. According to the statistical analysis, there
is a fair agreement between raters on their adequacy and fluency ratings. Besides, the
ordinal association between human translation and EnSiMas translation on adequacy
and fluency were taken. A fair association between adequacy of human translation and
adequacy of EnSiMaS translation were obtained. Further, a moderate positive
association between fluency of human translation and fluency of EnSiMasS translation
were taken.

Therefore, it can conclude that the proposed interactive approach can work to provide
language translations like humans successfully and Multi-agent system technology can

also be used to machine translation successfully.
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10.4 Objectives-wise Achievement

This research aimed to implement the human translation approach into fully automated
machine translation through the multi-agent system technology. The following

objectives mentioned in the first chapter were completed to achieve this goal.

Objective 1: Critically review of existing machine translation approaches and

systems

The second chapter critically explains the state of the art on machine translation,
including an in-depth study on concepts behind machine translation, its historical
development, popular approaches, techniques and selected systems on machine
translation, covering more than 300 references. Among existing MT approaches, the
rule-based approach has been identified as an early approach to MT and is still used
for many systems, especially for low resources languages. At present, statistical and
machine learning approaches (Neuro-linguistics approach) have been considered as
the most popular and successful approaches for machine translation. However, those
approaches required much language resources to take success. Therefore, low resource
languages like Sinhala take a bit of difficulty to use said approaches because of the
low resources. Further, chapter four also briefly described some related natural
language processing techniques that are used in the English to Sinhala Machine
Translation, including related techniques on morphological processing, syntax

processing, and semantic processing.

Objective 2: An in-depth study to model Sinhala and English languages to build
an ontology for agents

Agents need language-specific knowledge for the agents’ ontology. Thus the
ontological model has been designed for the Sinhala and English languages that can
be directly used to model the MT requirements. According to this ontological model,

a word has been identified as a basic unit of language. In addition, the fundamental
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unit of the meaning has been identified as a phrase. The sentence has been structured
with numbers of phrases that preset the required meaning. With this idea, the object-
oriented based ontological model has been designed and presented in chapter eight,
considering the in-depth study of both Sinhala and English languages. Further, chapter
three also reported morphology, syntax and semantics on English and Sinhala

languages.

Objective 3: Critically review MAS technology for MT

Chapter seven reported the required details on multi-agent system technology,
including fundamental concepts on MAS, with the concepts of different type of the
agents and communication methods also reported in the seventh chapter. In addition
to that, selected MAS development frameworks were also presented, including their
features and limitations. Compared with existing frameworks, JADE provides a fully
distributed environment for MAS development. However, JADE takes more
resources, and it is challenging to implement a large number of dynamically created
agents that required to agent-based machine translation. Thus, a new framework

(MaSMT) was designed and developed considering such requirements.

Objective 4: Define a Language Translation method that is capable of translating

like a human

The sixth chapter reported the proposed approach. This approach is based on the
concept “How human translate a sentence in a better way than the machine.”
Therefore, psycholinguistic language translation techniques, namely the “garden path
model” and the “constraint satisfaction model”, were considered to model this
proposed approach for machine translation. The proposed translation model was
implemented through the EnSiMaS, which was described in the eighth and ninth
chapters.

155



Objective 5: Design and develop EnSiMas using multi-agent system technology

The sixth chapter discussed the approach proposed for the machine translation,
including the theory behind the approach, input, output, and process of the translation.
Then chapter seven and eight explained the design and implementation of the
EnSiMas system. To achieve performance for the agent-based machine translation,
the MaSMT framework was developed. The MaSMT has been developed using the
modified AGR organizational model that provides an infrastructure of the agents,
communication methods for agents, agent status controlling, and a tool for agent
monitoring. Through the MaSMT framework, EnSiMaS was implemented to translate
English text into Sinhala. Then Chapter 9 also gives a brief demonstration of the

translation procedure of the EnSiMaS using the proposed approach.

Objective 6: Evaluate the system

Chapter nine discussed the experimental setup of the system with steps following for
the evaluation. For the testing purpose, three applications were developed, namely,
EnSiMaS dictionary, EnSiMaS phrase-based sentence editor, and the classical
translator. Through the EnSiMaS translator, an evaluation was done with human
support. As the first steps, the EnSiMaS system was tested using 85 English sentences.
Each English sentence was translated using EnSiMaS, and 255 Sinhala translations
were taken. Using the translated results (three translations for each sentence), WER,
IER, SER and BLEU scores were calculated. Then the adequacy and fluency of the
best solution (in here translation #1) were evaluated through human support. The
evaluation form was used to evaluate with randomly selected 25 samples from the
existing 85 English sentences. With the experimental results, Kendal’s tau correlation
coefficient was used to check the correlation between human translations and system
translations. Fleiss' kappa coefficient of each adequacy and fluency agreements were
also calculated.
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10.5 Limitations

This thesis proposed a psycholinguistic-based hybrid approach for MT. The proposed
approach was tested through the multi-agent system named EnSiMasS. This system has
several limitations. The present translation system can only work for unidirectional
translation (English to Sinhala). However, it can be by-directional by improving the
language processing modules on both languages. Besides, the present EnSiMaS tool
does not support idiomatic phrase translations. Including the idiomatic phrase as a

block, it can be achieved.

10.6 Further Work

As a further work of the research, the EnSiMaS system can be improved as a
bidirectional translation for English-Sinhala by including the required language
processing modules for the Sinhala and English languages such as English
morphological generator English composer (Syntax generator) Sinhala to English
phrase-based phrase translator, Sinhala morphological analyzer and Sinhala parser.
Sinhala is a morphologically rich language than English. Therefore Sinhala language

analysis bit difficult than the English language analysis.

EnSiMaS can be enhanced to provide a solution to “idiomatic translation” by adding
such resources into the knowledge base. Translation of the idiomatic phrases are
challengeable and it required to take the hidden meaning than what they appear.

Introducing concepts dictionary and handle phrase-level semantics is another research
direction of the project (At present EnSiMasS provides multiple translations). Further,
the EnSiMaS offers a grammatically correct set of translations for each phrase. Those
translated phrases (Sinhala translation for particular English Phrase) can be taken as
the language resources (parallel corpus for English-Sinhala) for the NMT or statistical-

based machine translation, with human editing as required.
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10.7 Summary

This last chapter reported the conclusions and further works of the research, including
each objective and limitations of the research. Further, this chapter also points out

some important new research directions.
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Appendix A:
Translation Summary with Agents’ Communications

The following sample shows the translation summary .

run:
[genrate.701@sinph] [OK]
[analysis.101@ema] [OK]
[analysis.102@ema] [OK]
[analysis.103@ema] [OK]
[analysis.104@ema] [OK]
[analysis.105@ema] [OK]
[analysis.106@ema] [OK]
[analysis.107 @ema] [OK]
[analysis.108@ema] [OK]
[analysis.109@ema] [OK]
[analysis.201@esa] [OK]
[manager.1@ensimas] [MP-OK]

#11 agents are ready for translation
#input: the good boy and beautiful girl read a good book at the school

Word list

5- beautiful--

6- girl--

7- read--

8- a--

9- good--

10- book--

11- at--

12- the--

13- school--

[manager.1@ensimas( SEND TO GROUP ema)] - - - analize-eng-morp >>
[analysis.100@ema]

[analysis.109@ema] - - - update-eng-morp >> [manager.1@ensimas]
[analysis.107@ema] - - - update-eng-morp >> [manager.1@ensimas]
[analysis.102@ema] - - - update-eng-morp >> [manager.1@ensimas]
[analysis.108@ema] - - - update-eng-morp >> [manager.1@ensimas]
[analysis.103@ema] - - - update-eng-morp >> [manager.1@ensimas]

EMA Out | #[analysis.104@ema] - - - update-eng-morp >> [manager.1@ensimas]
[analysis.105@ema] - - - update-eng-morp >> [manager.1@ensimas]
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###[analysis.106@ema] - - - update-eng-morp >> [manager.1@ensimas]

#[analysis.101@ema] - - - update-eng-morp >> [manager.1@ensimas]

HHHE o OK

English word Morphology list

: 10- book-40000249 (VBP)

: 13- school-40001732 (VBP)

: 2- good-6000001 (JJX)

: 9- good-6000001 (JIX)

: 2- good-70002755 (JIX)

: 5- beautiful-70000557 (JJX)

: 7- read-70005228 (JJX)

: 9- good-70002755 (JIX)

: 2- good-20005131 (NWS)

: 3- boy-20001393 (NWS)

: 6- girl-20005051 (NWS)

: 9- good-20005131 (NWS)

: 10- book-20001327 (NWS)

: 13- school-20009600 (NWS)

: 1- the-60001115 (DET)

: 2- good-60000463 (RBX)

: 4- and-60000117 (CON)

: 8-a-60001116 (DET)

: 9- good-60000463 (RBX)

: 11- at-60001121 (PRP)

: 12- the-60001115 (DET)

: 7- read-30002107 (VBP)

: 7- read-30002107 (VBD)

: 7- read-30002107 (VBN)

o o e L
English Morphlogical Analysis Completed

o o e L

1- the-- DET

2- good-- JJX JIX NWS RBX

3- boy-- NWS

4- and-- CON

5- beautiful-- JJX

6- girl-- NWS

7- read-- JJX VBP VBD VBN

8- a-- DET

9- good-- JJX JIX NWS RBX

10- book-- VBP NWS

11- at-- PRP

12- the-- DET

13- school-- VBP NWS
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Ready for Syntax Analysis

[manager.1@ensimas] - - - analyze-eng-syn >> [analysis.201@esa]

Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP
Avilable EP

: NP(3-DET,JJX,NWS-3-NWS)- 1 -3

- NP(3-DET,JJX,NWS-3-NWS)- 8 -10

: NP(4-DET,NWS-2-NWS)- 1 -2

: NP(4-DET,NWS-2-NWS)- 8 -9

: NP(4-DET,NWS-2-NWS)- 12 -13

: CN(35-CON-1-CON)- 4 -4

: PR(36-PRP-1-PRP)- 11 -11

: PP(40-PRP,DET,NWS-3-NWS)- 11 -13
: VP(45-VBP-1-VBP)- 7 -7

: VP(45-VBP-1-VBP)- 10 -10

: VP(45-VBP-1-VBP)- 13 -13

: VP(46-VBD-1-VBD)- 7 -7

: VE(94-VBN-1-VBN)- 7 -7

: NP(100-NWS-1-NWS)- 2 -2

: NP(100-NWS-1-NWS)- 3 -3

: NP(100-NWS-1-NWS)- 6 -6

: NP(100-NWS-1-NWS)- 9 -9

: NP(100-NWS-1-NWS)- 10 -10

: NP(100-NWS-1-NWS)- 13 -13

: AP(104-RBX-1-RBX)- 2 -2

: AP(104-RBX-1-RBX)- 9 -9

: NP(108-JJX,NWS-2-NWS)- 2 -3
: NP(108-JJX,NWS-2-NWS)- 5 -6
: NP(108-JJX,NWS-2-NWS)- 9 -1

0

Total number of phrase avilable : 24

: NP-(1, 3-DET,JJX,NWS) NOS, NWS
: NP-(1, 2-DET,NWS) NOS, NWS

- NP-(2, 2-NWS) NOS, NWS

: AP-(2, 2-RBX) AVP, RBX

- NP-(2, 3-JJX,NWS) NOS, NWS

: NP-(3, 3-NWS) NOS, NWS

: CN-(4, 4-CON) CON, CON

- NP-(5, 6-JJX,NWS) NOS, NWS

: NP-(6, 6-NWS) NOS, NWS

: VP-(7, 7-VBP) ACT-SPT, VBP

: VP-(7, 7-VBD) ACT-PAT, VBD

: VE-(7, 7-VBN) PRE-PAT, VBN

: NP-(8, 10-DET,JJX,NWS) NOS, NWS
: NP-(8, 9-DET,NWS) NOS, NWS

[eNeoNoNoNolNoNolNolNolNolololNo o)
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- NP-(9, 9-NWS) NOS, NWS

. AP-(9, 9-RBX) AVP, RBX

- NP-(9, 10-JIX,NWS) NOS, NWS

: VP-(10, 10-VBP) ACT-SPT, VBP

: NP-(10, 10-NWS) NOS, NWS

: PR-(11, 11-PRP) PRP, PRP

: PP-(11, 13-PRP,DET,NWS) NOS, NWS
: NP-(12, 13-DET,NWS) NOS, NWS

: VP-(13, 13-VBP) ACT-SPT, VBP

: NP-(13, 13-NWS) NOS, NWS

[cNeoNeoNoNeNololNololNol

kkhkhkhkhhkhkhkhkhkkhkhkhkhkiirrhkhkhkhhkhihiiiiiiixx

word count 1

MAXEP3-0

word count 4

MAXEP 4 -6

word count 5

MAXEP6-7

word count 7

MAXEP7-9

word count 8

MAX EP 10 - 12

word count 11

MAX EP 11 - 19

MAX EP 13- 20

English Phrase list

1: NP-(1, 3-DET,JJX,NWS) NOS, NWS
2: CN-(4, 4-CON) CON, CON

3: NP-(5, 6-JJX,NWS) NOS, NWS

4: VP-(7, 7-VBP) ACT-SPT, VBP

5: NP-(8, 10-DET,JJX,NWS) NOS, NWS
6: PP-(11, 13-PRP,DET,NWS) NOS, NWS
SUB 3- none(TS)

OBJ 5- none

FVB4- none

[analysis.201@esa] - - - ready-sin-ph-generation >> [manager.1@ensimas]

Ready for Sinhala phrase generation
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Generated Word based Ontology for input sentence

B R R R R 2 2 R S S R R R R R R R R R R S R R R R R R R S R R R S S S S S S S S e S

book(10-VBP) 8z 0023 m6500-Veb e0x¥ woms-veb

school(13-VBP) 2geq mo00-Veb 83@0x00-veb

good(2-JJX) good-PRN

good(9-JJX) good-PRN

good(2-JIX) ewse-ad] exfz-ad] eengsi-ad] mesien-ad] wwssf-adj 8moxf-ad] 9g-adj
»c®m-ad] gw-ad] ego-ad]

beautiful(5-JJX) cedesm>-ad] o@-ad] clees-ad] eeigs-ad] meEsien-ad] ecomoic-ad)
G@x9-ad] B8nc-adj g@m-adj 88n-ad]

read(7-JJX) Bwdx ce-ad]

good(9-JIX) ewse-ad] exfu-ad] eengsi-ad] mwesien-ad] wwssf-adj 8moxf-ad] 9g-adj
»3®m-ad] gw-adj 9o-ad)

g00d(2-NWS) wwem-nun gewdssas-nun

boy(3-NWS) 888 g®cwo-NUN ez E-NUN €®wo-NUN 2@38w@o-NUN @@ Do-NUN BaEcso-
NUN ®Dwa-NUN &8 S a-NUN aO2mcs0-NUN gD @O 2adesa-NUN

girl(6-NWS) ey €®wo-NUN emE-NUN &8w-NUN ®8we-NUN @dRwe-NUN @:8we-NuUn
51 S2828-NUN BoB200-NUN Do2S200-NUN g&8es-NUN

go0d(9-NWS) wswsn-nun gewdesse-nun

book(10-NWS) ew@om-nun zaBe-NUN gesmz-NUN gzsde-NUN gzdsess-nun
school(13-NWS)  8esseddme-NUN  eoesre-NUN Sesoce-NUN @rcd@aEa®-NUN
8B3D8esoEwed Sesremwn-NUN xfeoce-Nun

the(1-DET) -det

good(2-RBX) esog-adv

and(4-CON) esw-CON %0-CON ¢-CON 8»es-CON =5-CON $80-CON

a(8-DET) a-PRN

g00d(9-RBX) esog-adv

at(11-PRP) &-prp

the(12-DET) -det

read(7-VBP) Beo00-Veb ©eismo-Veb exom0-Veb geomonzsinds-veb
read(7-VBD) Bwdx00-Veh ©ers:d-Veh exos09-Veb geomonzindsr-veb

read(7-VBN) Bwdx00-Veh ©ers:d-Veh exos0:-Veb geomonzsindi-veb
+++++++++H+HH

+ +
+ Phrase Generation +
+ +

+++++++H+H R
English phrase agent count 6

Counter : 0
EPH : 1: NP-(1, 3-DET,JJX,NWS) NOS, NWS
Start Pos 1
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End Pos 3

MOP NWS

SWL?7>888 g®wo-NUN emEEe-NUN g®wo-NUN z@16w@a-NUN e2@EDs-NUN oceo-NUN
®19-NUN D18 G1D-NUN SO 3-NUN gD e zmadeso-NUN

TP NP

+++++++

Sinhala Noun Phrase

1: NP-(1, 3-DET,JJX,NWS) NOS, NWS

HWL 888 g®wr-NUN ezmEEe-NUN g®wr-NUN %@i6w@-NUN ez2m@Eds-NUN @a@wo-Nun
®19w@a-NUN 918 ®G1D2-NUN 5D s2-NUN gD e madesa-NUN

+++++++H+H

Counter : 1

EPH : 2: CN-(4, 4-CON) CON, CON

Start Pos 4

End Pos 4

MOP

SWL?7>es%-CON %0-CON ¢-CON 8&wes-CON =5-CON &80-CON
TP CN

+++++++H+H R
Sinhala Verb Phrase

2: CN-(4, 4-CON) CON, CON

HWL es%-CON ©9-CON ¢-CON 8.&¢5-CON -CON ©80-CON
+H+t+++H

Counter : 2
EPH : 3: NP-(5, 6-JJX,NWS) NOS, NWS
Start Pos 5
End Pos 6
MOP
SWL?>e;m €®wo-NUN emIE-NUN  &8w-NUN ®8e-NUN  ¢gdRwe-NUN  2@28e-NuUn
813 8-NUN PE2D-NUN BazB82O-NUN g & Ses-NUN
TP NP
o
Sinhala Noun Phrase
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3: NP-(5, 6-JJX,NWS) NOS, NWS
HWL o5 €®wo-NUN exmEE-NUN &8w-NUN 2@8e¢-NUN ¢dAe-NUN 2@:8e-NUN ;338 -

NUN 890-NUN 5 8zO-NUN gg8ws-NUN
++++++++++H

Counter : 3

EPH : 4: VP-(7, 7-VBP) ACT-SPT, VBP

Start Pos 7

End Pos 7

MOP

SWL?>8w0500-VeD vesm09-Veb etddr-vVeb geomaxsizdi-veb
TP VP

+++++++++H+HH

Sinhala Verb Phrase

4: VVP-(7, 7-VBP) ACT-SPT, VBP

HWL Beox500-Veb ©erssda-Veb emomos-veb geomonsinds-veb
+++++++++H+HH

Counter : 4

EPH : 5: NP-(8, 10-DET,JJX,NWS) NOS, NWS

Start Pos 8

End Pos 10

MOP

SWL?>ew@am-nuUn 2aBe-NUN gesmz-Nun gzide-NUN gzmdens-Nun
TP NP

I T S B B
Sinhala Noun Phrase

5: NP-(8, 10-DET,JJX,NWS) NOS, NWS

HWL ewsom-nun maBe-NUN gedm=-Nun gz3de-NUN gzsens-NUN
o o = S ST R S A

Counter : 5
EPH : 6: PP-(11, 13-PRP,DET,NWS) NOS, NWS
Start Pos 11
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End Pos 13

MOP

SWL?7>8exs0edome-NUN  woese-NUN Sexso@ae-NUN  @30d@@®-NUN  8@08esEwed
Besacmw-NUN Bxfsace-NUn

TP PP

o o T S e S

Sinhala PP Phrase

6: PP-(11, 13-PRP,DET,NWS) NOS, NWS

HWL Bexsoeddamas-NUN esoes; c-NUN 8e¢10@e-NUN 25003@0@o-NUN 8&@08esewed Sesocmcs-

nun &=$sacwe-NUN
o o o

Sinhala phrase agents count : 6
NP info : NWS3888 g®wo-NUN emEEe-NUN €®wo-NUN ®iSwo-NUN @zEdo-NUN
DoEw-NUN ®Dwa-NUN D18 SD-NUN @adOmesa-NUN gD @sfd madesa-NUN

RRULE 101
MORP
RULE 101

OWORD: 888 c®wo

MORP CON-TS

Generated head word : 888 c®wo

OWORD: esw»

SMG (101) -CON-TS>esw

RULE 226

MORP ACT-SPT-TS

OWORD: Bwed5os

SMG (226) -ACT-SPT-TS>Bwdxos

NP info : NWS6ey €®wo-NUN emEc-NUN &8w-NUN x@8es-NUN ¢dBe-NUn m®i8ws-
NUN 25:32828-NUN PaE2D-NUN BoyB2O-NUN g&r8es-NUN

RRULE 101

MORP

OWORD: o1y g®wo

Generated head word : o €®wo
RULE 101

MORP CON-TS

OWORD: #»

SMG (101) -CON-TS>wo

RULE 207

MORP ACT-SPT-TS
OWORD: #®¢s62300

SMG (207) -ACT-SPT-TS>weis00
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RULE 101

MORP CON-TS

OWORD: ¢

SMG ( 101) -CON-TS>e

RULE 226

MORP ACT-SPT-TS

OWORD: ¢z0200

SMG ( 226) -ACT-SPT-TS>¢st0m0
RULE 101

MORP CON-TS

OWORD: 8é&es

SMG ( 101) -CON-TS>8&es

RULE 201

MORP ACT-SPT-TS

OWORD: geomaxsimnds

SMG (201) -ACT-SPT-TS>geoxn®zids
RULE 101

MORP CON-TS

OWORD: ==

SMG ( 101) -CON-TS>

0.9284 : ex08

0.0597 : Bwo8

0.0118: ®eic8

0.0001: geom»nd

#SP.A@VPA4: VP-(7, 7-VBP) ACT-SPT, VBP =08 , Bs08, 96068, 9e0med ,
[SP.4A@VPA] - - - update-sin-ph-action >> [genrate.701@sinph]
SP.4@VPA | am the action verb read
RULE 101

MORP CON-TS

OWORD: »80

SP.4@VPAread | VPPPPPPPPPPPPPP ActionVerb

SMG (101) -CON-TS>s80

0.4644 . ew

0.2533: o

0.2256: ¢

0.0201: &80

0.0185: 8&es

0.0182: =

[SP.2@CNA] - - - update-sin-ph-action >> [genrate.701@sinph]

NP info : NWS10eesm-nun maBe-nUn gesmm-NUN gz3de-NUN gzsess-nun

RRULE 102
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MORP

OWORD: eesom

Generated head word : ew@om
NP GEN101sdsv18exssedcomcs

RRULE 101

MORP  NOS-TS

OWORD: 8exoeddomres

Generated head word : 8essesSomres
NP GEN10ladj

NP GEN101sdsvlwsoes;c

RRULE 101

MORP NOS-TS

OWORD: woesi

Generated head word : essesi@
NP GEN101ladje

NP GEN101sdsvl8eseces

RRULE 101

MORP NOS-TS

OWORD: 8exssces

Generated head word : 8esoces
NP GEN101ladje

NP GEN101888 c®wo

RRULE 101

MORP

OWORD: emwEeo

Generated head word : emEe
NP GEN10losy g®co

RRULE 101
MORP
OWORD: emEe

Generated head word : emcEe
NP GEN101sdsv1essw@oced

RRULE 101

MORP NOS-TS

OWORD: es0@0@0®

Generated head word : @sd@@e®

NP GEN10ladj2

NP GEN101sdsv18&o8escned Sesenws

189



RRULE 101

MORP  NOS-TS

OWORD: 8&#98esceed Sesnes

Generated head word : 8&98escweed Besicwn
NP GEN10ladje

NP GEN102ewsom

RRULE 101

MORP

OWORD: maBc

Generated head word : maBes
NP GEN101sdsvl&=teeces

RRULE 101

MORP  NOS-TS

OWORD: &=feocces

Generated head word : &=fsicew
NP GEN10ladj2

0.8662 : Besoced &

0.1281: woesie@ @

0.0043 : w@od@Eied &

0.0014 : Bemeddomwed &

0: Bdo8emewued Sexscnsed &
0: 8Fwcoed &

SP.6@PPAG6: PP-(11, 13-PRP,DET,NWS) NOS, NWS 8¢xsoces &, swenc &, 3d@Ed
g, Seomtddomne 8, BBDBesEwed Sesrenns & Bvocs &,

[SP.6@PPA] - - - update-sin-ph-action >> [genrate.701@sinph]
[genrate.701@sinph] [MP-OK]

[genrate.701@sinph] ->(Sinhala phrase Manager ) GET:[Message() from SP.2@CNA
- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.2@CNA -
Ontology ema - content none - header manager - conid 0001 - data for info - In EN-
16].

NP GEN10lemsEeo

RRULE 101

MORP

OWORD: g®wo

Generated head word : g®wo
NP GEN101sdsvlemce

RRULE 101

MORP

OWORD: &8s

Generated head word : &8
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[genrate.701@sinph] ->(Sinhala phrase Manager ) GET:[Message() from SP.4@VPA
- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.4@VPA -
Ontology ema - content none - header manager - conid 0001 - data for info - In EN-
16].

[genrate.701@sinph] ->(Sinhala phrase Manager ) GET:[Message() from SP.6@PPA
- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.6@PPA -
Ontology ema - content none - header manager - conid 0001 - data for info - In EN-
16].

NP GEN101za8cs

RRULE 101
MORP
OWORD: gesmz

Generated head word : gesmz
NP GEN101sdsvlg®wo

RRULE 101

MORP

OWORD: m®idws

Generated head word : z®i5wo
NP GEN101sdsvle;8es

RRULE 101

MORP

OWORD: »®38c

Generated head word : x®8w
NP GEN101sisvlgedmzm

RRULE 101

MORP

OWORD: gz$de

Generated head word : gz=$de
NP GEN101sdsvlz®8es

RRULE 101

MORP

OWORD: g8

Generated head word : goSc
NP GEN101sdsv1z®icwso

RRULE 101

MORP

OWORD: ezagdo

Generated head word : ezmoigoo
NP GEN101sisv1lgzSee
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RRULE 101

MORP

OWORD: ymcencs

Generated head word : gmsencs

NP GEN101sdsvlgoRes
RRULE 101
MORP

OWORD: 2®18c
Generated head word : z®s8w

NP GEN101sdsvlemoco
RRULE 101
MORP

OWORD: @scwo

Generated head word : @ cwo
NP GEN101sisvlgmsencs
0.8222: ewie eowimad

0.0718 : ewie gxIowas
0.0631: ew®ig maBwas
0.0397 : ewie yedmasd
0.0032: ewig ymsennss

SP.5@NPAS5: NP-(8, 10-DET,JJX,NWS) NOS, NWS eume esm , ewe gzidwexsl

@WE B , EWIC YD , EWIC YWOwHBA |
[SP.5@NPA] - - - update-sin-ph-action >> [genrate.701@sinph]

SP.5@NPAa good book | AM NPnull

NP GEN101sdsv1z®i8ew
RRULE 101
MORP

OWORD: =88
Generated head word : ;3548

NP GEN101sdsv1ascwo
RRULE 101
MORP

OWORD: ®9ws

Generated head word : @©@wo

[genrate.701@sinph] ->(Sinhala phrase Manager ) GET:[Message() from SP.5@NPA
- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.5@NPA -
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Ontology ema - content none - header manager - conid 0001 - data for info - In EN-
16].
NP GEN101sdsv1leowo

RRULE 101

MORP

OWORD: o1& mc1D0

Generated head word : 9 m»¢®»
NP GEN101sdsvles; S48

RRULE 101

MORP

OWORD: 28200

Generated head word : @800
NP GEN101sdsv1e® mcos

RRULE 101

MORP

OWORD: ®»0mwa

Generated head word : @m0

NP GEN101sdsv1as8z0d
RRULE 101
MORP

OWORD: ®8z»0d
Generated head word : ®82%®

NP GEN101sdsv1®xomeo
RRULE 101
MORP

OWORD: GO St
Generated head word : g0®e=® modwo

NP GEN101sdsv1®:x8z00
RRULE 101
MORP

OWORD: gé&8e

Generated head word : g8
NP GEN101sdsv1g®e=d maswo
0.5302: ewie g®wo

0.3938: ewie emndEs

0.0311: ewse m@i6wo

0.0117 : eg0 @20Edo

0.0098 : ewie O1& mcDo
0.0095: ewie dcwo
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0.0061 : e®ie ®@wo

0.0058 : ewie 888 c@wo
0.0017 : wwust @»0me
0.0004 : ewie 310D 6w

SP.1@NPAL: NP-(1, 3-DET,JJX,NWS) NOS, NWS exe g®ws, owie emce, o®oe
B 0wo , Y EWIEDI, e¥Ig D& MOy, ENIE NIRWBI , EWIE M®OW , E¥g 888 ROwo ,
@wHBs ©aOM®BI , EWIE DO ICW ,

[SP.1@NPA] - - - update-sin-ph-action >> [genrate.701@sinph]

SP.1@NPAthe good boy | AM NPnull
NP GEN101sdsvlge8e
0.621: @edes 8
0.2074 : e emEe
0.1079: Eedes @8
0.0266 ;. Eedes OB
0.0174: Gee o €®
0.0108 : Eedess 5358
0.0076 : Eedes 928w
0.0006 : Eedeszd DaB=0D
0.0004 : Eedes» gerBes
0.0003 : Eedesz @28 200

SP.3@NPAS3: NP-(5, 6-JJX,NWS) NOS, NWS gedesm e8¢, cdem ende, ceduem
NOBw , L gdBe , cHed 01 €® , RLum B3FB , e P®Be , cdum

B0, e €48s, e DS ,
[SP.3@NPA] - - - update-sin-ph-action >> [genrate.701@sinph]

SP.3@NPAbeautiful girl | AM NPnull

[genrate.701@sinph] ->(Sinhala phrase Manager ) GET:[Message() from SP.1@NPA
- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.1@NPA -
Ontology ema - content none - header manager - conid 0001 - data for info - In EN-
16].

[genrate.701@sinph] ->(Sinhala phrase Manager ) GET:[Message() from SP.3@NPA
- to genrate.701@sinph - message - update-sin-ph-action - replyTo SP.3@NPA -
Ontology ema - content none - header manager - conid 0001 - data for info - In EN-
16].

EnSiMasS Phrase list
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1: NP-(1, 3-DET,JJX,NWS) NOS, NWS eove g0wr , owe eMEE , ©WE
0w, Y EWIEDI, e¥Ig D& MOy, ENIE NIRWBI , EWIE MOW , E¥E 888 ROwo ,
wHBs ©aOMm®BI , EWIE DO ICW ,

2: CN-(4, 4-CON) CON, CON @y, ¥, ¢, 980, B, of,

3: NP-(5, 6-JJX,NWS) NOS, NWS geem ¢8e , ctem emEe, ctdum n®8as ,
cfem gdBw6 , cHnd M) €@w, REL 33FH , cHwu N®Be , ReLs DEEND ,
cem €¢8e, cnn ©dmnd ,

4:VVP-(7, 7-VBP) ACT-SPT, VBP  ¢=808 , Bwd8, 908, geonoRa ,

5: NP-(8, 10-DET,JJX,NWS) NOS, NWS  ewie esmn , eme gfows , owie =8 ,
°MIC P¥IO® , EWIE YHOH®BS ,

6: PP-(11, 13-PRP,DET,NWS) NOS, NWS 8escwed?, @iesied &, @sidmcied &,
Bestdtmwed &, ddDSesicweed Bexeans & Blvigsed &,

Verb Position 3

Subject Position 2

#Her8w el 0.562
#He18w Bwdmo 0.366
#He18w weasOo 0.043
#e18w 9eom 035D 0.028
HomEE Bwedmdo 0.726
Hewde ¢omdo 0.17

HomEE ves®ds 0.056
#HewmEeE 9o 0550 0.048
#5®8w 5000 0.41

#988w Bwdmdo 0.362
H#®8w ©ecOo 0.169
#588w geom@sIHOs 0.059
H30Rw BedmDs 0.518
#3098 e300 0.39

#9086 9o 0.062
H3DBRw ©eas Do 0.03

Hor) €@ Bwdmo 0.626
Hor) €0wo el 0.251
#Horm €®wo 1o 0.073

Horm) €0 90059 0.05
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#3135 Bwsdm»do
#3198 9er05IH0
#3138 000
#He31 O3B 96065300

#2)®8w ¢305D0
#®8w Bwd5 o
H2®8w 96500
#9886 geom @350

#8290 exlDyD0
#282090 BcsDxo
#2890 ©er6D0
#oB 290 9eom®sI5HID

#HeeBw 23000
#HeeBw Bwed®Do
#HeeBw weasmo
#eeBw 9eom0sIn o

#@02)8200 Bwd Do
#21)82090 &250200
#1238 2900 (Hle1a%)
#®02) 8200 9eO»®5I5 D0

0.694
0.18
0.126

0.488
0.377
0.093
0.041

0.423
0.311
0.265

0.882
0.097
0.022

0.935
0.065
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&8 EnSiMaS Translator — O X

File Tools Help

The good boy and beautiful girl read a new book at the school

[ATJ [ A= Translate

(Translation #1) ~

emIc €Pwr ®Y CEED EWEE DeWEeS & dmE

cmm Bwedd

@ (Translation #2)

— ewic g®w w@w cHom B Sdwced & edmed J
ISRt S tOL
(Translation #3)
GWIC GEINEEI ¥ CUBD OBDEE DNBEE & DD maBem
BDwed& i
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Appendix B:
EnSiMaS User Manual
System Overview
EnSiMaS is fully Java-based English to Sinhala Machine Translation system.
EnSiMas also a multi-agent system should capable to communicate with each other
and provides accepted translations for given English text. The system uses Multi agent
and phrase-based psycholinguistics parsing approach to provide appropriate Sinhala

translations.

System features
In general, the system consists of the following features
1. The system is fully Java-based Therefore it should capable to run on any
Machine
2. Provide Grammatically correct translation with Sinhala Morphological
generation
3. Provide Multiple solutions

4. Can customize the Ontology for better results

System Requirements

The following is the software and hardware specification for the EnSiMaS
e Any Operating System with JRE 1.7 or above and Sinhala Unicode support
e Internet connection for a better solution

e 2GB Ram or above
Installation

No need to install just click on the EnSiMaS.jar (or user can execute RUN.bat). then

the system should appear the Main translation interface.
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User Interfaces

Translator consists of a simple GUI with some useful supporting features. Main
translation system should consist of Main menu, ToolPanel, Input and output text
fields.

EnSiMaS Translator (Buddi Translator)

The following figure shows the user interface of the EnSiIMAS.

& Buddi Translator — O *
File Tools Help

{ .
Enter English Text here to translate
¥ | The good boy al S d book

e school

Tool palette

‘A- A= Translate
‘ * \\R

Click this button to start the

(Translation #1)
ewIc €¥wr ©Yy

5

61| cooe cooms  Bed@

@ Translated Sinhala Sentences }
= ||(Translation #2)

©S Progress Indicator Fgﬁm ¢Bunl Bdwiced &

translation process 8 —

1

Traslation Complete.
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EnSiMasS Dictionary

)
@
5
g

Is Help

book

| )

ssom(nun)

zvaics(Tiun)

=8 6053 mdmda(veb)
sedmm(nun)

95T mo=mDa(veb)
dostdea(nun)
domdene(nun)

® @6l [>|[» 3]~

Click on the suitable word to update avaisbilty

Tool Platte

The tool palette consists of 8 components to provide an easy way to translation.

Click here to enable or disable \J Click here to clear text and

Y

automated clip bard reading \ ready for new translation

(system automatically take

clipboard as the input

> |3

Click here to change the

Click here to change the system A font size
settings including Proxy server Click here to check
settings for internet, Default ' 4
g J updates (ontology update)

fonts, MaSMT settings for better @

agent communication

Click here to insert edit
or change existing

-

ontology
Online help (q‘)
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Appendix C:
Sample of evaluation form
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Appendix D:
List of Publications

B. Hettige, A. S. Karunananda, G. Rzevski, Multi-agent solution for managing
complexity in English to Sinhala Machine Translation, International Journal of
Design & Nature and Ecodynamics, Volume 11, Issue 2, 2016, 88 — 96.

B. Hettige, A. S. Karunananda, G. Rzevski, ” MaSMT: A Multi-agent System
Development Framework for English-Sinhala Machine Translation”,
International Journal of Computational Linguistics and Natural Language
Processing (IJCLNLP), Volume 2 Issue 7 July 2013.

B. Hettige, A. S. Karunananda, G. Rzevski, MaSMT4: The AGR Organizational
Model-Based Multi-agent System Development Framework for Machine
Translation, Accepted to present, the third International Conference, SLAAI-
ICAI 2019, Sri Lanka, December 12, 2019.

B. Hettige, A. S. Karunananda, G. Rzevski, Thinking Like Humans: A New
Approach to Machine Translation, Proceedings of the Second International
Conference, SLAAI-ICAI 2018, Moratuwa, Sri Lanka, December 20, 2018,
Springer Singapore

B. Hettige, A. S. Karunananda, G. Rzevski, Phrase-level English to Sinhala
Machine Translation with Multi-Agent Approach, Proceedings of the IEEE
International Conference on Industrial and Information Systems (ICIIS 2017),
Sri Lanka, 2017.

B. Hettige, A. S. Karunananda, G. Rzevski, A Sinhala Ontology Generator for
English to Sinhala Machine Translation, Proceedings of KDU International
Research Symposium 2014

B. Hettige, A. S. Karunananda, G. Rzevski, “Multi-agent System Technology
for Morphological Analysis”, Proceedings of the 9th Annual Sessions of Sri
Lanka Association for Artificial Intelligence (SLAAI), Colombo, 2012.
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Appendix E:
MaSMT Development Guide
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