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Abstract
Machine Learning (ML) techniques are more and more applied in hydrocarbon 
exploration and production (E&P) in general, and in petrophysics in particular. In 
this research, a Genetic Algorithm (GA) code was developed in Python language to 
analyze the fracture porosity of a Fractured Granite Basement (FGB) reservoir, 
which is difficult to calculate due to the reservoir heterogeneity caused by fracture 
networks. The study well was in the Cuu long basin, Vietnam. The steps of GA code 
development include defining the GA and evaluation functions, calculating fracture 
porosity, training and generating new population as well as printing and plotting 
the results of the models. For main GA functions, the Multiple Linear Regression 
(MLR) and Root Mean Square Error (RMSE) formulas were used. The best model 
was evaluated based on the least total prediction error, cost and execution time. The 
fracture porosity was first calculated by a conventional method and further used to 
train the GA models, among which the GA model consisting of 1080-training data 
with 100 population showed the best performance.

Keywords: Cuu long basin, Fractured Granite Basement Reservoirs, Fracture 
Porosity, Genetic Algorithm, Python

1 Introduction
Porosity is one of three main petro
physical properties of a hydrocarbon 
reservoir, next to permeability and 
water saturation. While, for porous 
clastic reservoir, its calculation is quite 
straight forward, for a 
reservoir is very complicated [1].
In this study, application of an 
optimization method, i.e., genetic 
algorithm (GA), in petrophysical 
analysis was attempted. The study 
location is in the Cuu Long Basin 
(Figure 1), where oil exploration and 
production have started since 1986[2],
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Figurel: Cuu Long Basin 12J.
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high-level language. As a matter of 
fact, Python became the world’s 
fastest-growing language in 2018 [6]. 
The software is free to use for major 
operating systems. In this study, 

codes were written and

2 Fracture Porosity 
Determination
In this study, Elkewidy and Tiab 
(1998)'s method [3] was used. First, 
porosity from density log (PHID) is by 
Eq. 1: program 

tested using Python 3.7 which 
released on June 27, 2018 [7].

was
Pma - EHOB

(1)PHID =
Pma Pf

5 Preparation of GA 
Program for Analysis
The GA program is designed based on 
the flow chart in Figure 2._______

Where,
RHOB: Well log density (g/cc) 
pma: Matrix density (g/cc), 2.71 g/cc 
Pf\ Fluid density (g/cc), 1.0 g/cc 
Next, total porosity is calculated by 
Eq. 2:

Creating Ur •.! Population

NPHI + PHID V(2)0t = 2 | Objccn ) unction
lThen, fracture porosity of a fractured 

reservoir can be estimated by Eq. 3 
below:

f
[ Fitncii i nactiont .v.c uhic'! .ire-: Data

0'H+l _
Genetic Operators

• Selection
• Crossover
• Mutation

(3)0f =
K -1

Where,
NPHI: Neutron porosity (fraction) 
0t: Total porosity (fraction)
0y: Fracture porosity (fraction)
M: Cementation exponent

▼
No

Stopping Criterion

Yes

Evaluation of the best model

3 Genetic Algorithm (GA)
The GA was introduced by Holland 
(1975) at the University of Michigan 
[4]. This method is based on the 
natural genetics and the natural 
selection.
In this algorithm, fitter approximate 
solutions are selected based on the 
randomly initiated population [5]. 
Population will be reproduced and 
developed over generations during the 
competition process. Chromosome is a 
set of genes or solution and the 
position of a gene on a chromosome is 
locus.

Figure 2: Flowchart of GA Code.

The well log data of the study well 
separated into few different sections as 
seen in Table 1. CAL, GR, RHOB, 
NPHI, LLS and LLD were used as 
input parameters.

Table 1: GA Models for Each Analysis 
Zone of the Study Site.

Depth (m)
From To
2515-2540 
2540-2655 
2790-3015 
2515-3015

ModelsZone
From To

CL_01
CL_02
CL_03
Total

IB - 3B 
4B - 7B
8B 11B

12B - 15B
Python Programming4

The Fracture Porosity 
conventionally calculated, 
separated into training, validation and 
testing by 60:20:20 proportions \S}. GA

Language
Currently, the machine-learning trend 
is supporting to develop this

was first 
Dataset
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models were then trained after 
creating the initial population. This 
population was represented using 
real-coded (RC) representation [9]. A 
random real number generated 
gene based on the 
regression analysis results. The 500th 
generation was considered as the 
stopping criterion. Each functions and 
operators of the GA program is 
explained in the following sections.

5.3 Selection
This function accepts the population 
and fitness values then returns the 
selected parents. The tournament 
selection method was used based on 
results of Saleh &Tuama (2016)[12].

as a 
calculated

5.4 Genetic Operators
Crossover: Arithmetic
(AMXO) method [13] was used to 
linearly combine two parents 
(^1*^2) to produce two off spring 
(0i, 02) as follows:
01 = a ■ Pi + (1 - a)P2
02 = (1 - a) Pi + a • P2 
Where a is random weighting factor,

crossover

Objective Function
The multiple linear regression (MLR) 
equation is used as the objective 
function as given by Eq. 4[10]. The 
function will take initial population 
and training data to return estimated 
GA fracture porosity which can be 
evaluated using fitness function, 
y. = Bn + B.x + ... + B xn 1/ pi
Where:
y: The predicted or expected value 
X\, p number of input 
parameters
i: The index of observations 
PQ: Intercept

: The regression coefficients

5.1

(6)
(7)

0.7.
Mutation:a random value from the 
range of permissible values was 
assigned to a random gene based on 
the random resetting mutation to 
regulate the diversity of the 
population.

(4)

5.5 Evaluating the Model 
Performance
Each model was evaluated using 
following functions [14] to see the 
validity of before making any 
predictions and to minimize the 
mistakes.
Cost Function:

5.2 Fitness Function
Here both conventionally calculated 
and estimated porosity values accept 
to return the fitness value[ll]. For the

error

1
(M*i)-0i)2 (S)/(w) = ^

hw(x) = w0 + W!*] + ■•■ + Wnxn (9) 
The Total Prediction Error (E2)

(0j - w0 - WjXj

- wnx„)2

function, root mean square 
(RMSE) is employed to estimate the 

between predicted (xt) and the 1gaP
actual or calculated values (y.). The 

error is estimated

E2 (10)N

average sum square 
by summing of the squares 
residuals of values (n). Numerically, 
smaller fitness is considered the bfcst

Where,
0= Actual Porosity 
w = weighting coefficient 
hw (*)= Hypothesis 
N = No. Testing data of Total 
m = No. Training data of Total 
xx, x2,.... Arfl= Input parameters

of all

solution based on Eq. 5.

XU*! -yO2 (5)
RMSE = n
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7 Results and Discussion
Figures 3-6 show the fracture porosity 
(PHIF) analysis results of the study 
site in Cuu Long Basin as obtained by 
various GA model sand training 
datasets.

6 Scenarios of GA Analyses
The analyses conducted using four 
sizes of training samples for GA 
analysis, i.e., 120, 550, 1080 and 2400. 
Population sizes were raised with 10, 
50,100 and 500 as seen in Table 2.

Table 2: Summary of GA Analyses in 
this Study.

No. of Datao|
200 | 920 1 1800 | 4002

° *3 Z c. No. of Training Data
120 | 550 i 1080 | 2400

IB 4B 8B 12B
2B 5B 9B 13B ;
3B 6B 10B 14B

7B HB 15B ;

c_

10
50
100
500

PHIF (Fraction)
0.15 0.45-0.15

PHIF (Fraction) PHIF (Fraction)
-0.15 0.45 .0.15 0.450.15 0.152535.000

PHIF ------ PHIF
----- GA PHIF

PHIF
----- GA PHIF ------ GA PHIF

2535.487

2535.975-

2536.462
\

2536.950

2537.438

2537.925

2538.412

2538.900

2539.387

(IB) (2B) (3B)
2539.875 _______ __

Figure 3: Analysis Results by GA Model / B, 2B and 3B with 120-Training Dataset.
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PHIF (Fraction) PHIF (Frad ion) PIITF (Fraction) PHIF (Fraction)-0.15 0.45 -0.15 0.45 -0.150.15 0.15 0.45 -0.15 0.450.15 0.15

T— ftcr 
1— c»_r-'r

— FKI
— CA_perir

----M*f
----- C*.PHf

12632.91
---- GIJUT

2635.20

Cl2637.49 1
!» >

2639.78- s
> J2642.06 j t

2>12644.35 I

X2646.64 -7

£-2648.93 -

4?.'o~! ..’ I

2653. Mi   —L-

:
>;i~w (SB) T6BJ T7BJ)31

Figure 4: Analysis Results by GA Model 4B, 5B, 6B and 7B with 550-Training 
Dataset.

PHIF (Fraction)PHIF (Fraction) PHIF (Fraction) PHIF (Fraction)
0.45 -0.15 0.45 -0.15 0.45 -0.150.15 0.15 0.15 0.45-0.15 0.15

2970.72 FKfi_.r_ {-----  C*JMJ------ 6V_Pr|[F ---- CAJPriT ---- «Pr?:*
h >2975.21 3
A\ T

2979.70- u><
id

; Z.2984.19 ii
jt2988.67 ,1 )

12993.16 ,1
>A V2997.65 J

?3002.14 l
k3006.62 1 l

3011.11 (10B) (11B)

5: Analysis Results by Model 8B, 9B, 10B and 11B with lOSO-Training

(9B)(8B)

Figure 
Dataset.
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PHIF (Fraction)
0.15

PHIF (Fraction)
PHIF (Fraction) 0.150.45 -0.15 0.45PHIF (Fraction) 0.45-0.150.150.45 -0.150.15-0.15 ----  -K.f

----  CAP-JKFHS2916.4 ----  GAJ>MF----  PHI
---- OkJHf

----  &H_PH F

72926.3 >
i2936.3

flI
(29463

'2956.3 -,
[ *> [729663

■

Tit—sy j2976.3
’

f29863 * )

‘ f29963 .«
I .
4 : I--- -------- 1

)| (13B) j___, | (14B) j

Figure 6: Analysis Results by Model 12B, 13B, 14B and 15B with 2400-Training 
Dataset

1—30063 [7 (15B)(12B)

Comparison of the performance of GA 
analyses conducted in this study was 
done as shown in Figure 7-9. The bar 
charts represent results of GA analysis 
and each column is labelled by their 
model name.
Figure 7 shows information about run 
time of the program during the

execution. Overall, the chart shows a 
gradual upward trend in time with the 
increase in data sample size. However, 
models at 120 training sample elapsed 
a lower execution time compared to 
the other datasets.

10000

□ 200 D920 0 1800 ^4002

1000
TFW

11B
7B

100
14B

.a 13B 10B ■a> 9B 6Bs 10 -1P SB
8B 3B

ill''ll 1 m__

IB
0.1

10 50 100 500
No. of Populations

Figure* Runtime of Croup B vs. No. of Population.
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In Flgure 8' the 120-training dataset has shown best 
populations. fitness with increasing

1.00E+01

□ 120 D550 0 1080 E32400
4B

1.00E+00
12B

I 11 15 ■fe. 1.00E-01

£ 13B r.SB 9B
8 6BIBu.

5B
1.00E-02 IB HP

10B
3B

1.00E-03
10 50 100 500

No. of Populations
Figure 8: Fitness (Fraction) of Group B vs. No. of Population.

Figure 9 shows information on the total prediction error for testing data. At 100- 
population, the 120 and 2400-train datasets performed better than the other models.

1.0E+04----------------------------------------------------------------------------------------------------------------------------

□ 120 □ 550 0 1080 B24004B
1.0E+03

1.0E+02

§ 1.0E+01
UJ

1.0E+001
y 1.0E-01 -■

1
C- 1.0E-02

3
1.0E-03

1.0E-04

1.0E-05

1.0E-06
100 5005010

No. of Populations

Figure 9: Total Prediction Error of Group B vs. No. of Population. 

Furthermore, the models 3B and 10B evaluate using cost function as follows:
101 — Training data 

-----Validation data
— — • Tost data10°

'c 10_1

t 10 2 
2

o

r nr3 </) j__LO
U 10 4 j

10 s »T*" -

10 6 5004000 Generations
Figure 10: Cost (Fraction) of Model 311 vs. No. of Generations.
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----- Training data
-----Validation data
-----Test data103

102
101

I io°
I10-’]—1

1•s 10 2O
U 10-3 

10‘4 
10"5

Ml z1
\

-V—
j_r—— —---- /»»-

----- 1-
300 5004000 200100

Generations
Figure 11: Cost (Fraction) of Model 10B vs. No. of Generations.

In model 10B, training data and validation data cost data met at around 400th 
generation. Cost of test data is lower than training data in both models.

8.2 Recommendations
1. The dataset in the GA analysis of 

this study are still limited in size. 
Future studies should deal with 
bigger datasets.

2. An integrated GA and ANN 
analysis would be worth trying to 
enhance the effectiveness of 
machine learning-based fracture 
porosity analysis.

and8 Conclusions 
Recommendations

8.1 Conclusions
1. A Genetic Algorithm (GA)

successfullyprogram
developed in Python language to 
analyze the fracture porosity of 
FGB reservoir. The study site is at 
CL basin, where there is a deep 
fractured granite basement 
reservoir from 2515 to 3015m.

was
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