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Abstract 
 

In the last few years, to boost the connectivity and the safety of the people in the world, 

the Internet has built various platforms. Across from them, Email is a substantial 

platform for people’s interaction. Email is an automated and efficient message 

transmission structure used to convey information from one person to another. And 

also, this appliance preserves plenty of money and time. Apart from that, Emails also 

have been abused by some assailants. The most commonly known one is Email Spam.  

 

Spam Emails are referred to as unwanted materials, and they are unrequested business 

Emails or forged Emails forwarded to specific personnel or sent to an Organization or 

spread among a set of people. For spam Email, users face many difficulties, such as 

increment of traffic, restricting the data processing duration and the storage area, 

consuming more time of users, and threatening user protection. Therefore, it is essential 

to have an appropriate Email filtering approach to secure Email. There has been plenty 

of general spam Email filtering systems and various research people's various efforts to 

classify Emails into ham (genuine Emails) or spam (fake Emails) using Machine 

Learning techniques. 

 

Unfortunately, most of the spam Email filtering solutions proposed so far are focused 

only on binary classification. However, classifying the already detected spam Emails 

into different types of categories is not performed yet.   

 

This research explored and proposed an effective system to categorize the Textual 

Spam Emails into different categories using Data mining. First, The Multi-Nominal 

Naïve Bayes classifier is applied to distinguish Emails into two groups, such as ham 

and spam. The Grouping algorithm is used to categorize the spam Emails, which are 

already obtained from the Naïve Bayes classifier, into distinct categories. (Finance, 

Health, Marketing, etc...)   

 

Finally, the proposed System's performance was evaluated with the Model Evaluation 

Techniques: Confusion matrix, Accuracy, Precision, Recall, F1 score. 
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Chapter 1 
 

1 Introduction 
 

 

1.1 Prolegomena 

Every day, millions of people worldwide access the Email for Communication and 

Commercial purpose. Spam attack is the most serious threat for financial as well as 

non-financial Organizations. It produces a loss of work productivity and traffic 

bottleneck, and spam with a fraudulent purpose also risk the security and privacy of 

those who receive them. Most of the existing email filtering practices that have been 

found to control this spam attack were only used binary classification. Therefore, we 

propose using Data mining techniques to filter the spam Emails and classify those spam 

Emails into different categories. Our System predicts whether the newly entered Email 

is spam or non-spam depending upon the Email’s content. Also, the Grouping algorithm 

is used to check the results of the previous classification and identifying the spam 

category. 

 

1.2 Background 

Internet becoming a global communication infrastructure over the past years. It offers 

various technologies for human usage. Many user interactions occur through the Emails 

With the enhancement in technologies.  

Figure 1.1: Basic Email structure 
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Email is simply a standardized electronic messaging framework that exchanges data 

between users through the Internet. It is an effective, fast, and cheap substantial 

platform for user interaction. The users can send their data anywhere else within a 

second by utilizing Emails. Therefore, it is the most popular medium and an essential 

part of human life.  

 

Figure 1.2: Ham Email 

 

An increase in Email usage in the last few decades will increase the spam Emails' 

growth. Email spam is called abandon electronic mail, and it is an undesirable message 

sent to the users in bulk via Email. Spam is probably created to wipe out time and 

resources. Text messages, Blogs, Internet forums, and Social networking websites may 

also have this spam. However, Email spam is the most dominant one and the most 

dangerous one for people. It can be an advertisement or some such explicit content that 

may have malicious code embedded in it.  

 

Figure 1.3: Spam Email 

 

Spam may be classified with reference to the Ferris Research [1]: 

1. Teaching; such as Online course. 

2. Medical; such as expired drugs. 

3. Adult content; such as Sexual chat. 

4. Advertisement Goods; such as phony stylish stuffs. 

5. Marketing; such as erotic enrichment items. 

6. Financial; such as Tax solutions, Loan packages. 
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7. Malware and viruses; such as Trojan horse’s attack. 

8. Political; such as presidential votes 

Spam Emails urge less productivity improvement; Spreading bugs and resources that 

contain dangerous materials to a specific group of consumers; also have some slots in 

mail box; as a result of eliminating the steadiness of mail servers, user spend a lot of 

time on the company arriving Emails and removing unwanted Emails [2]. Recipients 

of spam Emails can cause inconvenience and economic damage. So, it is necessary to 

refine and split out them from the genuine Emails [3]. 

Conventional approaches to filtering out spam Emails such as black-white lists 

(Domains, IP addresses) are practically challenging. Applications available using Data 

mining techniques to an Email can grow up the effectiveness of a spam Email 

categorization. Approaches of textual clustering and classification were effectively 

used in spam Email issues since the last era. Due to unorganized records, senseless 

content, and a vast amount of textual Emails, automated phishing Emails categorization 

is problematic.  

 

1.3 Problem Statement 

There are plenty of Email spam filtering methods are used for spam classification. A 

spam filter identifies and blocks spam Emails and their distribution to the Email box. 

Filters are used to moderate the anti-spam Email influence and can operate as an honest 

and anticipated tool to eliminate undesirable Emails. But there will be a little chance of 

incorrect sorting or removal of legitimate Emails. However, 100% accuracy in detecting 

spam Emails is doubtful. Therefore, the detection of System with the pre-processing 

Figure 1.4: Spam Email filtration 
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technique is a challenging mission. And also, Sorting the spam Emails into different 

categories is not performed yet by the previous researchers. 

 

1.4 Aim and Objectives 

 

1.4.1 Aim 

The aim is to classify Spam Emails and categorize them into different types of groups 

using Data mining techniques. 

 

1.4.2 Objectives 

This research's key objectives are, 

• To collect spam Email dataset. 

• To normalize and extract the features using suitable procedures. 

• To propose an efficient model of classifying spam Emails according to the 

maintenance of the case occurrences in Data mining techniques using the training 

Data set. 

• To validate the design by predicting the testing Dataset. 

• To identify the spam Email’s category. 

• To evaluate the performance of the spam Email classification. 

 

1.5 Proposed solution 

Textual Emails are used as an input Dataset in this research. Initially, the Dataset was 

normalized and extracted with the appropriate methods. Then, they were trained by the 

Naïve Bayes classifier to identify the efficient classification model. Later, the Email 

Dataset was tested with that classification model. This will forecast either an Email is 

a spam or ham. Finally, the outcome of the previous classification has been categorized 

by using the Grouping algorithm with spam Email Trigger keywords. This will show 

which spam group the spam Email belongs to. 

 

1.6 Overview of the Report 

This Chapter delivers the introduction for spam Email classification using Data mining 

techniques. The next Chapter describes the related work based on the topic done by 

other researchers. Chapter three summarizes the technology adapted, and Chapter four 

presents the approach of the research. Chapter five explains the analysis and design of 
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the research. Meanwhile, Chapter six is about the implementation part of the research 

component. Chapter seven presents the evaluations made on the methods used in the 

implementation. Chapter eight discuss the result, limitations, and future development 

for the solution. Finally, the last Chapter provides a list of references. 

 

1.7 Summary 

This Chapter has presented the area of investigation and the proposed approach for the 

spam Email classification.   
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Chapter 2 
 

2 Literature Review 
 

 

2.1 Introduction 

This Chapter reviews the different types of techniques and approaches previously done 

for spam Email filtering. This Chapter especially highlights on main deciding factors 

of spam filtering. Moreover, this Chapter summarizes most of the ML approaches with 

a list of different algorithms to apply data mining techniques. 

 

2.2 Strategies to send Spam Emails 

For certain forms of community communications, which are used most commonly by 

millions of individuals, persons, and organizations, Email is essential. It has also been 

vulnerable to attacks. Spam, also referred to as phishing Email or mass email, is the 

most prevalent such hazard. Spam emails are repeatedly sent in vast numbers to an 

unselective group of recipients with unnecessary email addresses, often with 

commercial material. And it is time-wasting, bandwidth, and computing capacity. Spam 

is omnipresent on the Internet because electronic messaging processing costs are much 

smaller than most other communication mediums. 

Spammers also commonly capture email address information in the chat rooms and 

various websites and market it to other spammers. These spam notifications are 

scattered over many organizations, so the receiver frequently ignores spam charges. 

These spam emails intimidate the IT area very heavily and cause billions of dollars of 

loss of results. Spam Email is viewed as a significant security risk and has been used to 

steal confidential data in recent years. Spam Emails also outspread unprotected bugs 

among different individuals [4]. 
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STRATEGIES TO SEND SPAM EMAILS 

Strategies Description 

Zombies or Botnets  

Engaged PCs that have transmitted large 

amounts of spam, and ransomwares on the 

Internet. 

Bayesian stealing and infecting  

Write spam messages to avoid wording usually 

used in spam or poison the repository of the 

Bayesian filters. 

IP address  
Lending or utilizing a trustworthy or 

independent IP address 

Offshore ISPs  
Usage with international ISPs without 

protections 

Exposed proxies  
Negotiated servers for spam redirection to 

unexplored users. 

Third-party mail back software  
Using insecure mail back apps on harmless 

webpages 

Falsified header information  Add faulty header in the spam mail 

Obscuration 

By fragmented words or messages with 

ludicrous HTML tags or other 'inventive' signs, 

the words are hidden in spam 

Vertical slicing  Vertically write spam messages 

HTML handling  Handling of HTML modules to avoid suspicion 

HTML encryption 

By using a Base64 encryption algorithm, a 

binary relation can be translated into human - 

readable letters 

JavaScript messages  

Within a fragment that is triggered when the 

message is accessed, the full content of the spam 

message is put. 

ASCII art  
Use standard letter symbols for writing spam 

messages 

Image based  Usage of images for textual data transmission 

URL address or redirect URL  

Only provide the URL to circumvent 

detection/usage of costly "portals" to screen the 

websites 

Encoded messages  
Encrypt a mail that is decrypted only once the 

mailbox is input. 

 

Table 2.1: Strategies used by spammers to send spam Emails  
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2.3 Approaches to control Spam Emails 

In reality, spam management techniques like domain sender control, content search, 

relay ban, and IP address checking or domain name testing are possibly available for 

spam control. Anyhow, spammers can quickly circumvent these necessary steps with 

more refined spam variants to resist identification. 

Many strategies were found to fire up this spam issue, and filtering is one of the most 

critical techniques. The aim of spam filtering is to automatically filter out unnecessary 

emails from the mailbox of a person. These unsolicited emails have also created some 

issues, including filling in mailboxes, crippling personal communications, worsening 

the network's bandwidth, absorbing user time and energy to filter, not just other spam-

related problems. 

 

Figure 2.1: A taxonomy of Email spam filtering techniques. 
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Whitelist and blacklist were the first ways to block spam. This content-based 

technology detects message content vocabulary or styles that is authentic an Email 

whether it is non-spam or spam. Genuine Emails can be stored in a whitelist and a 

blacklist stores spam Emails. The Email is checked, and legitimate email messages are 

approved, although Spam Communications are blocked. Sadly, because the Email 

context is not included, certain legitimate emails may be blocked or blacklisted [5]. 

 

2.4 Machine Learning Techniques to filter spam Emails 

Most spam analyses have concentrated solely on textual Emails [6]. Many clustering 

algorithms have been applied to detect spam communications. The paper [7] identified 

two methods of machine classification. Any rules defined by hand are the first 

technique. The typical case is the expert system focused on rules. When all modules are 

static and their elements are conveniently separated according to their structures, this 

form of clustering can be used. Using ML methods, the second method is completed. 

Via the criteria function, Paper [8] validates a spam message clustering problem. The 

criterion function is the high equivalence, defined by the k-nearest neighbor algorithm, 

between messages in groups. It introduces a genetic algorithm with a penalty feature to 

overcome spam classification. 

In spam email classification, some experiments are being carried out with machine 

learning techniques. Muhammad N. Marsono, M. Watheq El-Kharashi, Fayez Gebali 

[9]  have shown that the Naïve Bayes Email classifier is enhanced for layer-3 processing 

without reunification. More than 117 million characteristics can be classified as entries 

with in a second with a number of alternatives. Symbiotic Data Mining (SDM) is 

referred as a revolutionary dispersed data mining approach [10], combination of 

Content-Based Filtering (CBF) with Collaborative Filtering (CF) is defined. so as to 

extend improved clustering while preserving anonymity, the purpose is to reuse local 

filters from different items. Spam Email sorting [11] was achieved by creating a bag-

of-words file for each and every website by Linear Discriminant Analysis. 

The Naïve Bayes classifier for spam classification was established in 1998 [12]. The 

Bayesian spam filtering [13] is a probabilistic filtering strategy. The Naïve Bayes 

classifier is used to detect spam emails. Bayesian classifiers function by combining the 

usage of spam and non-spam indexes to calculate the likelihood of a spam or non-spam 

Email using a Bayesian analysis. 
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The process of Naïve Bayes is on the basis of Bayesian approach, so it is easy, pure, 

and fast [14]. A classification of Naïve Bayes is a modest probability classifier with a 

high assumption of uniqueness. Simply stated, the appearance of a certain characteristic 

of a genus is unlike or absence of any other characteristic of a Naïve Bayes 

classification since the type variable depends on the essence of its prospect model, 

throughout the supervised learning state, the Naïve Bayes classifier is being trained. 

Just a small number of parameters are required for categorization from a limited number 

of training data sets in the Naïve Bayes classifier. 

Javier Velasco-Mata, Francisco Janez-Martino, Santiago Gonzalez-Martínez, Eduardo 

Fidalgo [15] proposed an automatic spam multi-classification approach for the first 

time in history. In which, a Hierarchical clustering algorithm was used to classify 

already detected spam Emails into different categories.  

Anyhow, none of the previous researches are found any efficient model to classify and 

categorize spam Emails at a time. To have an efficient approach for effective results, it 

is necessary to predict the spam Email from the given Dataset and identify the category 

of that spam Email. 

Spam Email filtering techniques 

Year Author Approaches Description 

1999 Vapnik SVM Approach 
Binary representation is used 

for the best result. 

2002 Soonthornphisaj 
Centroid-Based 

approach 

Using a KNN, Naïve Bayesian 

and Vector space model, the 

data models are represented   

2002, 

2003 
Graham Bayesian filter 

99.5% of spam are caught with 

0.03% false positives 

2003 Woitaszek 

Simple support 

vector machine with 

a personalized 

dictionary 

This is a supplement for 

Microsoft Outlook XP that 

offers sort and community 

ability for the standard desktop 

Email user using Outlook's 

GUI. 

2003 Clark LINGER 

It is an integrated network 

system with a multi-layer 

sensor. 

2004 Matsumoto 
Naïve Bayesian 

Classifier (NBC) and 

TF and TF-IDF are used for the 

construction of features vector. 
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Support Vector 

Machines (SVMs)  

2004 Ozgur 

Artificial Neural 

network and 

Bayesian 

The inputs to the networks are 

calculated through binary and 

probabilistic processes, which 

involve two ANN systems, a 

single-layer perceptron and a 

multi-layer perceptron. 

Three methods are used for 

Bayesian classification: linear, 

predictive, and enhanced 

probabilistic models. 

2005 Zhao and Zhang 
Rough Set Based 

Model 
Used classical rough set theory. 

2005 Chuan 
LVQ-based Neural 

Network 

Emails are divided into many 

subclasses for quick detection. 

2006 Dong Bayesian spam filter  Use a cross N-gram 

2006 Wang 
Perceptron and 

Winnow 
Both are integrated together. 

2007 Ichimura 

Classification 

method based on the 

results of 

SpamAssassin 

Proposed Spam classification 

self-organization map (SOM) 

and Dynamically defined 

category (ADG) for the 

extraction of proper judgment 

laws. 

2007 Pang Xiu-Li 

Based on support 

vector machine 

(SVM), Anti-spam 

filter solution 

For word segmentation the Tri-

gram language model has been 

extended with the discount 

smoothing algorithm. 

2007 
Yang and 

Elfayoumy 

Feedforward 

backpropagation 

Neural network and 

Bayesian classifiers 

The effectiveness of both 

classifiers was evaluated using 

accuracy and sensitivity 

metrics. 

2008 Ye 
Spam discrimination 

model 
SVM and D-S Theory 

2008 
Lobato and 

Lobato 

Binary classification 

approach 

Based on Bayes Point 

Machines’ expansion 

2009 Sun 

Spam filtering 

algorithm based on 

locality pursuit 

projection (LPP) and 

least square version 

of SVM(LS-SVM) 

The email functionality is first 

derived from the LPP 

algorithm, later classified by 

the LS-SVM classifier. 
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2.5 Summary 

This Chapter addresses the literature observations and reviews the previous research 

works. It also illustrates different filtering techniques and efficient Data mining 

procedures used earlier to classify spam Emails. 

  

2009 Meizhen 
Spam behavior 

recognition model 

Based on fuzzy decision tree 

(FDT) 

2009 Yong 

Intelligent Spam-

based Fuzzy 

Clustering 

Framework 

This System can work without 

training in advance. 

2010 
Na Songkhla 

and Piromsopa 

The statistical rule-

based spam detection 

system 

Exchange regulations, 

however, periodically modified 

to counter the technique of 

spammers. 

2010 Qiu 

Online linear 

classifiers: 

Perceptron 

Winnow and Naïve 

Bayesian 

They have a state-of-the-art 

spam filtering performance. 

Table 2.2: Summary of ML Approaches for Spam Email Filtering 
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Chapter 3 
 

3 Technology adapted on Spam Email classification 
 

 

3.1 Introduction 

This Chapter offers a definition of the Data mining technique, which we preferred to 

analyze and classify spam Emails in an efficient way. Additionally, this Chapter 

presents the utility of Data mining techniques that differentiates from the other 

technologies used in existing systems. 

 

3.2 Data mining 

Data mining is a set of methods that basically discovers the valuable information hidden 

in large piles of data. It is a combination of different disciplines such as Artificial 

Intelligence, Statistics, Machine Learning, Data Base Management System. It is an 

approach that assists in discovering new forms and orders of a Data set. Retrieve facts 

from such a large database and make them as accessible manner for the forthcoming 

activities are the key purposes of the Data mining approach. 

The Data mining methodology is a programmed study of huge amounts of data to obtain 

a good pattern. The data mining technique has four types of relationships: 

i. Classes: The Class is used to put the data in predefined sets. 

ii. Clusters: Data items are gathered based on their logical correlation. 

iii. Sequential Patterns: Extracting the data to discover the model and the tendency. 

iv. Associations: The Associations are finding out by using Data mining on the Data 

set. 

Data mining is referred as Knowledge Discovery in Databases (KDD), as Data mining 

is a vital part in discovering knowledge from the database. The KD process is a 

collaboration of all the steps exposed in Figure 3.1. 



14 

 

 

 

Figure 3.1: KDD Process 

 

➢ Data Cleaning − The noisy and unpredictable data is eliminated. 

➢ Data Integration − Different sources of data are linked together. 

➢ Data Transformation − The data is translated into proper mining patterns. 

➢ Data Mining − Extract data forms by applying Intelligent methods. 

➢ Pattern Interpretation – Assessing data patterns. 

➢ Knowledge Presentation − Knowledge is signified. 

Data mining comprises various procedures to accomplish the anticipated tasks. They 

are categorized according to the intention of the algorithm for fitting a model to the 

data, as well as some searching methods are necessary for all algorithms. Figure 3.2 

shows the model, which is divided as predictive and descriptive. 

 

Figure 3.2: Data mining models and tasks 
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3.3 Machine Learning in Spam Email classification 

Machine Learning is referred as an Artificial Intelligence’s sub-set that intended for 

branded machines that can be obtained as humans. One attempts to expose unseen 

groups in the Dataset like spam Emails in unsupervised learning. Some structures may 

be the bags of words or the subject field investigation in spam Email clustering. 

Therefore, the input for spam Email categorization is observed as a 2D matrix, whose 

axes are the contents and the attributes.  

Spam Email filtering methods are regularly split into various sub-methods. Data 

(Emails) gathering and interpretation are included in the first phase, Data feature 

selection, and feature extraction effort to reduce the dimensionality (number of 

attributes) for the further Mission Activities. The mapping between the training data set 

and the test data set will be identified at the end of the email clustering process [16].  

 

3.4 Involvement of Data mining on Spam Email classification 

Email data sets are large in size and have some complications. Therefore, these data 

can be treated as Big Data. It is an important term given to data that is huge in volume, 

variety, and velocity. Studies from previous research obviously show that Data mining 

is the best option for data analysis and clustering rather than other methods. 

The data mining method helps obtain knowledge-based information and facilitates 

automatic forecast of tendencies and performances and automated detection of hidden 

patterns in spam classification. Users can analyze the vast amount of data within a 

smaller amount of time with this fastest procedure. 

In the Email spam filtering, many Data mining Algorithms are used, including Naïve 

Bayes, K-means, K-Nearest Neighbor, Support Vector Machines, Neural Networks, 

and so on. According to the previous researches, the finest spam classification 

algorithm is Naïve Bayes algorithm. 

 

3.5 Naïve Bayes algorithm 

The Naïve Bayes algorithm is referred to as Bayes’ Theorem’s classification method 

with an individuality hypothesis in between predictors. In other words, a classification 

of Naïve Bayes believes a particular attribute of a class is totally distinct from any other 

attribute [17].  
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The Naïve Bayes model is conveniently developed and suitable to large sets of data. 

Also, Naïve Bayes has recognized better than extremely knowledgeable clustering 

approaches. Naïve Bayes Classifier can be trained without any difficulties and can be 

used as a standard model. Once the token selection is achieved appropriately, Naïve 

Bayes can perform well better than other existing models. 

 

 

 

 

Figure 3.3: Naïve Bayes algorithm 



17 

 

Bayes theorem is a method to measure P(c|x) from P(c), P(x), and P(x|c) posterior 

probability. Figure 3.4 shows the equation for the Naïve Bayes algorithm. 

Above, 

➢ P(c|x) is the probability of “c” being true, given “x” is true. 

➢ P(c) is the probability of “c” being true. 

➢ P(x|c) is probability of “x” being true, given “c” is true. 

➢ P(x) is the probability of “x” being true. 

 

3.5.1 Multinomial Naïve Bayes classifier 

Multinomial Naïve Bayes classifier is among the two standard Naïve Bayes variations 

utilized in textual classification. It is appropriate for categorization with distinct 

features. The Multinomial Naïve Bayes classifier usually needs numeral feature counts. 

It considers a vector of a feature where the given word is defined by the number of 

times it occurs. 

 

3.6 TF-IDF vectorizer 

TF-IDF also called Term Frequency Inverse Document Frequency is a ubiquitous 

algorithm for translating the text into a meaningful number representation used to suit 

the prediction machine algorithm. The Naïve Bayes algorithms are being fed to the TF-

IDF ranking, significantly increasing the performance of more simple methods such as 

word counts. This research helps to find out which are the most important words in both 

spam and non-spam Emails. 

Figure 3.4: Bayes Theorem 
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Figure 3.5: TF-IDF Algorithm 

 

3.7 Summary 

This Chapter defines Data mining as a technology proposed to analyze and classify 

spam Emails. It describes how Data mining contributed to obtaining an efficient result 

for spam Email filtering. The next Chapter demonstrates the approach to classify spam 

Emails according to the technique adopted in this Chapter.  
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Chapter 4 
 

4 A novel approach for Spam Emails filtering 
 

 

4.1 Introduction 

In the previous Chapter, the technology adapted for analyzing and classifying spam 

Emails was explored. This Chapter presents our approach to analyze and classify spam 

Emails in detail using Data mining techniques. This Chapter also highlights the key 

features that separate our approach from the existing approaches for spam Email 

classification. 

 

4.2 Hypothesis 

Identification and classification of spam Emails can be made using Data mining 

techniques. Predictive Data mining can be used to identify spam emails with the bag of 

words features. Descriptive data mining can be used to explore the current situation 

demonstrated in climate. 

 

4.3 Input 

Data is an essential element before we develop any efficient system. Email dataset taken 

from the specific repository and the spam Email Trigger keywords collected from 

different websites are used as inputs for this research. 

 

4.4 Process 

In this process of spam Email classification with data mining techniques, all essential 

steps in the KDD process are carried out. The data set is cleaned, normalized, extracted, 

classified, and evaluated during the process. Naïve Bayes algorithm succeeded through 

associating the use of spam and non-spam Email words, and in order to analyze whether 

an email is spam or non-spam, Bayes’ theorem was used. Then the Grouping algorithm 

is used to identify the spam category. 

 

4.5 Output 

The output of the research is the classification results obtained from the classifier and 

the Grouping algorithm. Naïve Bayes classifier classifies the newly entered Email into 
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the System, which result in whether Email is spam or ham. If spam is the result, then 

the Grouping algorithm is used to identify the category of that spam.  

 

4.6 Summary 

This Chapter included the outline of our approach to analyze and classify spam Emails. 

An efficient Data mining technique is proposed as a solution for spam Email 

classification. The Next Chapter provides the design of our System presented here. 
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Chapter 5 
 

5 Analysis and Design for the Proposed System 
 

 

5.1 Introduction 

We addressed the technologies used in our approach to solving the problem briefly in 

the previous Chapter. This Chapter describes the system design of the spam Email 

classification. Additionally, it represents the methods used in the System. 

 

5.2 Framework for Proposed System  

 

Figure 5.1: System Model for Spam Email classification 

Spam Email 

Trigger 

Keywords 
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5.3 Data collection 

Different types of textual Email datasets are used for spam Email identification and 

Different types of spam Email Trigger keywords are used for spam Email 

categorization.  

There are plenty of famous repositories available to obtain a thousand forms of free 

data sets. The specific Email dataset was collected from Kaggle Repository.  

 

 

The spam Email Trigger keywords dataset are collected from the Finance, Marketing 

and Health Experts through different websites.  

Figure 5.3: HubSpot website 

 

Figure 5.2: Kaggle Repository Website 
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5.4 Data Pre-processing 

With several crucial moves, data pre-processing becomes the main activity that needs 

to be performed in the best way before any data mining is done. The pre-processing of 

the data requires data cleansing, data aggregation and data extraction.  In this research, 

two imperative steps were executed. Such as Data cleaning and Normalization. 

Appendix A is explaining the pre-processing methods using some examples. All pre-

processing implementation procedures are briefly described in the next Chapter. 

5.4.1 Data cleaning 

It is the mechanism by which corrupt or incomplete information from a dataset is found 

and corrected and applies to the detection of inadequate, wrong, incorrect, or 

meaningless parts of the data and then the substitution, alteration, or elimination of 

messy or harsh data. 

5.4.2 Normalization 

It is the method of converting text that it could not have had before into a single 

canonical form. For further processing, this stage is needed for translating text from 

natural language to machine-readable format. Normalization of text involves: 

➢ Conversion of all letters to upper or lower case 

➢ Conversion of figures to words or elimination of numbers  

➢ Elimination of punctuations, accent marks, and diacritics  

➢ Eliminating white spaces  

➢ Abbreviations expanding  

➢ Removing words to avoid, sparse phrases, and descriptive words  

➢ Word Stemming 

➢ Word lemmatization 

 

5.5 Feature Extraction 

The aim of Feature Extraction is to minimize the range of attributes in a given dataset 

by creating innovative structures. Models created on extracted features may have higher 

efficiency because fewer, more meaningful attributes define the data. In this research, 

a TF-IDF vectorizer is used for feature extraction. In addition to taking each word's 

word count, the TF-IDF vectorizer can attempt to downscale terms that frequently occur 

through several Emails. The implementation part of this phase will be shown in the next 

Chapter. 
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5.6 Classification 

This is the vital portion of this research that utilized intellectual approaches to determine 

the particular data patterns. In this classification phase, the Naïve Bayes Classifier is 

used to classify the pre-processed Dataset. This will give a result whether the given 

Email is Spam or Ham. If the result is spam, then the Grouping algorithm is applied to 

the output taken from the Naïve Bayes Classifier. This will show us the category of that 

specific spam Email. The Google spreadsheet is connected with the System to find the 

category of the spam Email. According to the keywords for each spam Email category 

stored in the Google spreadsheet, the Grouping algorithm identifies the specific spam 

Email group. 

 

5.7 Evaluation 

The evaluation of this research must be considered to measure the performance of the 

System to classify the spam Emails. There were several techniques used to measure the 

functionality of the System. Such as Accuracy, Recall, Precision, Confusion matrix, F1 

score. These techniques were briefly described in the Implementation Chapter. 

 

5.8 Summary 

This Chapter explained the design of the spam Email classification system and NLP 

techniques, which are important to do this research. The next Chapter elaborate more 

details on the implementation of the System based on this analysis and design. 
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Chapter 6 
 

6 Implementation of the Proposed System 
 

6.1 Introduction 

The design specifics of each and every process module conducted in this research are 

given in this Chapter. In addition, this Chapter specifies the program, hardware, and 

code segments in the design with sample outputs as per each module. 

 

6.2 Python 

Python is a versatile programming language and is collaborative, interpreted, and high-

level object-oriented. It can function on various OS systems, such as Windows, Mac 

OS, Linux. It is open and unrestricted [18]. It is also adapted to the .NET virtual 

machines and Java. Python has an obvious and stylish syntax. It's considerably simple 

to read and write Python language programs related to other programming languages 

like C++, Java, C#. Python programming offers a massive collection of libraries in 

Natural Language Processing.  

The Python Standard Library is a set of syntax and semantics of Python. In this research, 

some Python libraries were used for pre-processing, feature extraction, and 

classification. All of them are described in this Chapter. 

 

6.3 PyCharm 

PyCharm used especially in the Python language is an extraordinarily admired 

Integrated Development Environment (IDE). It is typically a code editor and debugger 

for the compilation of programs in many programming languages. It is a cross-platform 

version of Windows, Mac OS, and Linux. PyCharm offering the following features: 

• A graphical debugger 

• A combined unit tester 

• Support incorporation with version control systems (VCSs) 

• Anaconda assistance for data science 
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Figure 6.1 shows the PyCharm interface window where all the processes mentioned 

above be present in.  

 

6.4 NTLK 

NTLK stands for Natural Language Toolkit. It is a top framework of constructing 

Python programs to use natural language data. In addition to a collection of text 

processing libraries for clustering, feature extraction, restricting, filtering, sorting, and 

textual logic, it provides the simplest interfaces and vocabulary properties for 

promotional NLP libraries. 

 

6.5 Data collection 

The Dataset collected from Kaggle Repository contains spam and ham Emails as well 

as appropriate for use in the screening of spam Email. This Dataset consists of 4850 

instances including 2735 Ham Emails and 2115 spam Emails, and it is stored in the 

CSV format in order to use inside the PyCharm for pre-processing, analyzing, and 

classification. Figure 6.2 shows the Email dataset used as an input in this research. 

 

 

 

Figure 6.1: PyCharm IDE 
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6.6 Pre-processing 

Preprocessing refers to the steps that have been taken to boost datamining efficiency. 

The implementation in this analysis of Data Preprocessing Methods using Python are,  

1) Importing the libraries 

2) Importing the Dataset 

3) Cleaning the Data 

4) Normalizing the Data 

 

6.6.1 Importing the libraries 

The initial step was done in the implementation part is importing the important libraries 

into the PyCharm, which are required for this research. Table 6.1 shows the Python 

Libraries used in the System and their usage purposes. 

Python Library Purpose 

pandas Used to handling the Dataset. 

stopwords Used to removing stop words with NLTK. 

PorterStemmer Used for Text Normalization. 

sklearn Used for classification 

TfidfVectorizer 
Used to transform a raw text collection to a TF-IDF features 

matrix. 

train_test_split Used for splitting data arrays into two subsets. 

MultinomialNB Used for classification with discrete features. 

Table 6.1: Python Libraries 

Figure 6.2: Email Dataset 
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Appendix B contains the Python code of importing the Python Libraries in this research. 

 

6.6.2 Importing the Dataset 

In the second step, the collected Email dataset was uploaded into the System. Figure 

6.3 shows the Python code to import the Dataset and Figure 6.4 visualizes the histogram 

chart of the imported Data. 

 

Figure 6.3: Importing Dataset 

 

 

The following Figure 6.5 and Figure 6.6 shows the word clouds of the Ham and Spam 

Emails which are imported into the system. 

Figure 6.4: Visualization of Dataset 
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6.6.3 Cleaning the Data 

In machine learning, data cleaning is an essential step, as data can contain plenty of 

noise and disruption like punctuation, white space, numbers, hyperlinks, and so on. To 

do this process, Pandas Python library is used. Once the Data set is loaded into a pandas 

Figure 6.5: Ham Email Word Cloud 

Figure 6.6: Spam Email Word Cloud 
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data frame, it performs some basic cleaning tasks that remove information making data 

processing slower. 

6.6.4 Normalizing the Data 

Normalization of data involves some common approaches for minimizing the term to 

the simplest form. The Normalization procedures included in this research translate all 

letters to lower, omitting stop words, eliminating punctuations, and Word Stemming.  

 

Appendix B displays the Dataset before and after the Preprocessing. 

  

6.7 Feature Extraction 

Feature extraction is a reduction of an attribute that takes predictive importance into 

account the current attributes. In truth, the attributes are transformed. The attributes 

converted are linear combinations of the input attributes. In order to use the classifier, 

we must vectorize the Emails Dataset. 

TfidfVectorizer from sklearn was used as a feature extraction tool in this research. 

Figure 6.8 shows the Python code for feature extraction. 

 

 

 

 

Figure 6.7: Normalization 

Figure 6.8: Feature extraction 
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The following Figure 6.9 shows the data stored into an array after feature extraction. 

 

6.8 Split the Dataset into training & testing sets 

For the training of the model, a large proportion (70%) of the Email dataset was used, 

whereas for testing, a smaller portion (30%) of the data. Python code for this part is 

shown in Appendix B. 

 

6.9 Create and Train the Multinomial Naïve Bayes classifier 

 The Multinomial Naïve Bayes Classifier is appropriate to classify distinct attributes 

according to the past analysis. This algorithm will classify each Email by looking at all 

of its words individually in this research. 

 

6.10 Test the Data 

After the classification model was created, the testing dataset was tested with that 

classification model. 

 

Figure 6.10: Train Multinomial Naive Bayes classifier 

Figure 6.11: Test the data 

Figure 6.9: Data after Feature Extraction 
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6.11 Predict the spam Email 

The newly entered Email into the System is predicted whether it is spam or non-spam. 

 

6.12 Categorize the spam Emails 

Finally, the Grouping algorithm classified the result, which was taken from the 

classification model to identify the specific Spam category. For the spam category 

classification, the Google spreadsheet is linked to the System. The spam Email Trigger 

keywords are stored in this Google spreadsheet which has several columns, and each 

column contains an infinite number of keywords related to different types of spam 

category. We can add more categories to classify the spam Emails by adding a new 

column in the Google spreadsheet. 

 

Figure 6.12: Predict the spam Email 

Figure 6.13: Google spreadsheet with Different types of spam Email keywords 
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Appendix C contains the relevant source codes for this spam categorization, and all the 

outputs taken from the System are available in Appendix D.  

 

6.13 Summary 

This Chapter presented all the implementation procedures done in the spam Email 

classification. Additionally, this Chapter explains the Python libraries and PyCharm 

IDE to create the classification model and the spam group categorization. The next 

Chapter delivers the evaluation of the implemented System. 
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Chapter 7 
 

7 Evaluation 
 

7.1 Introduction 

This Chapter validates and evaluates the results and the performance of the implemented 

System. This Chapter also focuses on how testing strategies are carried out according to 

the objective in terms of evaluation measurements for the selected data mining technique, 

such as Confusion matrix, Accuracy, Precision, Recall, F1 score for classification. 

 

7.2 Evaluation Techniques used for the classification models 

There are various techniques available in machine learning to check the performance 

of the classification models. In this research, some important techniques were 

performed to evaluate the implemented System, such as Accuracy, Precision, Recall, 

Confusion matrix, F1 score. 

Four types of outcomes that could occur when performing classification predictions 

are: 

➢ True positives (TP): positive outcomes that the model predicted correctly. 

➢ False positives (FP): positive outcomes that the model predicted incorrectly. 

➢ True negatives (TN): negative outcomes that the model predicted correctly. 

➢ False negatives (FN): negative outcomes that the model predicted incorrectly. 

 

7.2.1 Accuracy 

Accuracy is defined as the percentage of accurate test data predictions. The following 

equation is used to measure it. 

7.2.2 Precision 

Precision is the percentage of positive cases in the overall positive cases expected. 

 

Figure 7.1: Accuracy equation 

Figure 7.2: Precision equation 
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7.2.3 Recall 

A recall is defined as the percentage of actual positives that were correctly identified. 

 

 

 

 

 

7.2.4 Confusion matrix 

Confusion Matrix table is summarized to test a classification model's efficiency. The 

number of right and wrong forecasts is synchronized with count values and grouped by 

class. 

 

7.2.5 F1 score 

 The harmonic mean of precision and recall is established in the F1 score. 

 

  

Figure 7.3: Recall equation 

Figure 7.4: Confusion matrix 

Figure 7.5: F1 score equation 
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7.3 Evaluate the System on the train Dataset 

Evaluating the System on the training Dataset will give the classification model's 

performance in this research. The accuracy, Confusion matrix, and Metrics report of 

this evaluation was brought out as shown below.  

 

 

This shows the classification model used in this research is 97.51% accurate. 

Figure 7.6: Python code for evaluation on training Dataset 

Figure 7.7: Output for the evaluation on training Dataset 
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Figure 7.8: Graph of evaluation on training Dataset 

 

The above graph shows the percentage of evaluation metrics versus Ham and Spam 

Dataset, which is used as the training set. 

 

 

7.4 Evaluate the System on the test Dataset 

Evaluating the System on the testing Dataset will give the classification model's actual 

performance in this research. The accuracy, Confusion matrix, and Metrics report of 

this evaluation was brought out as shown below.  

 

Figure 7.9: Python code for evaluation on testing Dataset 
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This shows, the System accurately identified the Emails as spam or ham with 94.71 % 

accuracy on the test Dataset. 

 

 

Figure 7.11: Graph of evaluation on testing Dataset 

 

The above graph shows the percentage of evaluation metrics versus Ham and Spam 

Dataset, which is used as the testing set. 
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Figure 7.10: Output for the evaluation on testing Dataset 
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7.5 Experimental evaluation on spam Email classification and Results 

The real-life comprehensive Email Dataset was used to assess the spam Email 

classifier's efficiency based on the Naïve Bayes algorithm. The Dataset was collected 

from different mail corpora. The total number of Emails was 1500, with no Emails 

having duplicates in the Dataset. In this experiment, different data sizes of Emails were 

used to evaluate the spam Email classification system. 

Table 7.1 shows the Naïve Bayes classifier’s accuracy with respect to different data 

sizes. 

Data size Spam Accuracy 

500 35% 94.20% 

750 40% 94.57% 

1000 50% 95.29% 

1250 45% 96.89% 

1500 50% 97.17% 

Table 7.1: Spam Email classifier Accuracy on Data size 

  

7.6 Evaluation on spam Email categorization 

The spam Email category classification accuracy depends on the number of keywords 

in each spam Email category column available on the Google spreadsheet. This 

accuracy of the spam Email categorization is calculated with the equation shown in 

Figure 7.12 and Figure 7.13 displays the output.  

 

Figure 7.12: Calculate the Accuracy of the spam Email categorization 

Figure 7.13: Output of the evaluation for spam Email categorization 



40 

 

Table 7.2 shows the summary of the number of keywords identified in the specific 

category of spam Email and the prediction accuracy in percentage, and Figure 7.14 

shows the graph flow of the category prediction accuracy.  

 

No of Keywords Predicted Percentage 

1 4.8% 

2 11.1% 

3 16.7% 

4 23.5% 

5 25% 

6 26.1% 

Table 7.2: Prediction accuracy for different no of keywords 

 

 

According to the above graph flow, the increment of the number of keywords in each 

spam Email category may increase the System's Accuracy. 
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Figure 7.14: Graph for spam Email category prediction Accuracy 
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7.7 Experimental evaluation on spam Email categorization and Results 

The different types of real-life Email Dataset were used to examine the performance of 

the spam Email categorization. 225 real-time spam Emails collected from the Finance, 

Marketing and Health industry people and which are used to evaluate the accuracy of 

the spam Email categorization in the system. 

Figure 7.15 shows the table which presents the comparison between the human expert 

and the system in spam Email categorization. 

 

Based on the above table, out of 225 spam Emails, 207 Emails are correctly categorized 

by the system. This shows, the system categorizing the spam Emails with 92% 

accuracy.  

 

7.8 Summary 

This Chapter concludes with evaluation results to evaluate the System. The final 

Chapter will summarize the complete research work and bring out the essential 

resolutions of this research. 

  

Figure 7.15: Comparison between the human expert and the system in spam Email categorization. 
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Chapter 8 
 

8 Conclusion and Further Work 
 

 

8.1 Introduction 

This Chapter given the summary of the research study and how the solutions are 

provided for classifying and categorizing spam Emails with the suitable classification 

model. And also, this Chapter focuses on the limitations and future work of this 

research. 

 

8.2 Overview of the research 

Spam is one of the most hateful and annoying Internet supplements. Orthodox 

applications for spam filtering cannot manage massive quantities of spam. A safer way 

for researchers to tackle spam is offered by ML practices. Machine learning was used 

effectively in the text classification. Pre-processing methods play an essential role in 

spam Email detection and categorization. There were some combinations of pre-

processing methods used in this research. The Naïve Bayes classification demonstrates 

on the basis of this research the successful and improved technologies to detect and 

classify spam Email. 

Instead of a binary classification on Email, the System was implemented in this research 

to identify the category of the spam Email, which is already classified by the Naïve 

Bayes classifier. Some evaluation methods have also measured the performance of the 

system, such as Accuracy, Precision, Recall, Confusion matrix, F1 score. 

 

8.3 Limitations 

This research is limited to textual spam Emails. The System's accuracy highly depends 

on the Email dataset, and spam category classification’s accuracy determined by the 

number of keywords in each category column on the Google spreadsheet. 
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8.4 Further developments 

The work done in this research is to identify the spam Email and then predict the 

category of that spam Email. An integrated classification and categorization in Email 

spam filtering are expected as future work. That will save more time and provide more 

accurate results than the result obtains from this research. And also, the input Dataset 

will be expanded with the multimedia content, such as image, audio, and video for 

future research. 

 

8.5 Summary 

This Chapter concluded with an analysis, summary of the major discoveries, 

limitations, and improvements in future work. 

  



44 

 

Chapter 9 
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Appendix A 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Converting Upper case letters Lower case letters 

Removing stop words 

 

Removing stop words 

Stemming Text 

 

Stemming Text 

Text Lemmatization 

 

Text Lemmatization 
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Appendix B 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Imported Python Libraries 

 

Imported Python Libraries 
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Dataset before Preprocessing 

 

Dataset before Normalization 

Dataset after Preprocessing 

 

Dataset after Normalization 

Splitting Dataset into training and testing set 

 

Splitting Dataset into training and testing set 
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Appendix C 
 

 

 

 

 

 

  

  

Connect Google spreadsheet into the System 

 

Connect Google spreadsheet into the System 

Grouping algorithm for spam Email categorization 

 

Grouping algorithm for spam categorization 
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Appendix D 
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Output of the System 

 

Grouping algorithm for spam categorization 



54 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Confusion matrix for training Dataset 

 

Grouping algorithm for spam categorization 

Confusion matrix for testing Dataset 

 

Grouping algorithm for spam categorization 


