Accepted Manuscript

Building and
Environment

Dependencies among environmental performance indicators for buildings and their
implications

W.P.S. Dias, S.R. Chandratilake, George Ofori

Pl S0360-1323(17)30280-9
DOI: 10.1016/j.buildenv.2017.06.045
Reference: BAE 4973

To appearin:  Building and Environment

Received Date: 7 February 2017
Revised Date: 26 June 2017
Accepted Date: 26 June 2017

Please cite this article as: Dias WPS, Chandratilake SR, Ofori G, Dependencies among environmental
performance indicators for buildings and their implications, Building and Environment (2017), doi:
10.1016/j.buildenv.2017.06.045.

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to

our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and all
legal disclaimers that apply to the journal pertain.


http://dx.doi.org/10.1016/j.buildenv.2017.06.045

Dependencies among Environmental Performance Indi¢ars for Buildings

and their Implications

W.P.S. Dias (corresponding author)
Email: priyan@uom.lk (for inclusion in paper)

priyandias55@gmail.com (for correspondence)

Department of Civil Engineering
University of Moratuwa

Moratuwa, Sri Lanka

S.R. Chandratilake

Email: hansamail@yahoo.com
Department of Civil Engineering
University of Moratuwa

Moratuwa, Sri Lanka

George Ofori

E-mail: bdgofori@nus.edu.sg
School of Design and Environment,
National University of Singapore,

4 Architecture Drive,

Singapore, 117566, Singapore



Dependencies among Environmental Performance Indi¢ars for Buildings

and their Implications

W.P.S. Dias and S.R.M.S.R. Chandratilake
Department of Civil Engineering
University of Moratuwa

Moratuwa, Sri Lanka

George Ofori

School of Design and Environment,
National University of Singapore,

4 Architecture Drive,

Singapore, 117566, Singapore

Abstract

Environmental performance rating schemes such &DL&llocate separate indicator scores
for various criteria (or aspects). The overall eonmental performance score is obtained by
summing these separate scores. However, no meistiorade regarding any dependencies
among aspect indicators. In this study, possibileences, including their degree (‘strong’,

‘moderate’, and ‘none’) and direction (positive gagve) were identified among the seven
aspects covering the sustainability of the buildsitg (i.e. Site domain) in an environmental

performance assessment scheme for buildings. Tjhdgements were corroborated by the
correlation coefficients corresponding to scorastimse aspects achieved by 10 buildings.
First and higher order influences were accountedhimough a matrix-based scheme, which
revealed aspects that were influencing others orgbmfluenced by them. The degree of

influencing other aspects was found to be inverpebportional to that of being influenced

by them. The aspect weights, obtained by querynpmers, appeared to be independent of
their degree of influence. The negative dependsnuiethis Site domain gave rise to

constraints on combinations of aspect scores amanédximum environmental performance

score achievable. The score levels that would miaeirthis overall score were obtained

through an optimization exercise; this generatedespossible planning strategies.



Keywords: environmental performance indicators, indicatep@hdency, score correlation,

degree of influence, constrained optimization, piag strategies

Highlights:

- High correlation between indicator scores may o¢fiedicator dependency

- Correlation coefficients are used to confirm thenidfied degrees of influence

- Direct and higher order influences are computedgusiatrix manipulations

- Negative dependencies constrain the achievablea@maental performance score

- Results of constrained optimizations can be usedriee at planning strategies



1. Introduction

The certification and rating of buildings as ‘greére. having low environmental impacts) is
gaining much importance today, with good reviewsvgted by Berardi [1] and Fowler and
Rauch [2]. The best known scheme for such certiboaand rating is LEED (Leadership in
Energy and Environmental Design), which originatethe US. This scheme can be seen as
a Total Quality Assessment (TQA) system, whereillimg is assessed on many criteria; this
can be contrasted with Life Cycle Assessment (LG#gtems, where only a few select
indicators such as energy consumption and carbossams are assessed in a detailed
guantitative manner over a building’s entire lifeley from raw material extraction to
demolition. In the LEED scheme the various critdgach of which have varying possible
maximum points) are grouped into six categoriespalg sustainable site, water efficiency,
energy and atmosphere, material and resourcesprirdtvironment quality, and innovation
and regional specificities. The BREEAM (Building $@arch Establishment Environmental
Assessment Method) scheme, which originated inUKeis essentially a similar approach.
In these schemes, the points for all criteria arareed in order to obtain the overall score for
environmental performance. The CASBEE rating syqtehmowever groups categories into
two sets — namely building performance quality @iwg the categories of indoor
environment, quality of services and outdoor envinent) and building environmental loads
(covering the categories of energy, resources aatémals, reuse and reusability, and off-site
environment). The final score is based on the a&utérn between the two main groupings; a

high score requires both high performance quatity law environmental loads.

Nevertheless, Berardi [1] and Fowler and Rauchd@nonstrated considerable similarity
across TQA schemes such as the above, and grobeettiteria in various TQA schemes
into 5-6 categories, in order to compare theirtnegaweights. Following their work, our own
research [3] used the categories of Site, Enerfjgiexicy, Water efficiency, Materials,
Indoor environmental quality, and Waste and padlutin order to develop indicators for the
environmental performance of buildings in Sri Lankée have however labeled the above
categories as ‘domains’ of interest rather thame'garies’ because the former is used in the
wider sustainability indicator discourse [4, 5].rfhermore, the criteria that make up a

category have been called ‘aspects’ in our reseaidble 1 gives our classification.



We have also defined non-dimensional ratio baseticators for all 33 aspects that
characterize the six domains; computed valueshimsd indicators from a set of 12 buildings;
and presented various approaches for arrivingtatah score for environmental performance
[6]. Our approach can be considered an embodimeatppoposal by Cole [7], who argued
that rating systems would be more consistent amdpoehensible if all aspects had similar
ranges for scores, with differences in the impar¢aaf aspects being dealt with by explicit
weights. Our work above has contributed to the kbgwveent of a recent green rating system
[8]. Furthermore, we have also explored whetheingasystems in fact deliver genuine
environmental sustainability [6], because (i) thegly not consider factors that are broader
both geographically [9] and conceptually [10]; &iiijlthey are essentially technological in
nature, thus tending to increase consumption imouarways, rather than encouraging a
return to simple lifestyles, reduced resource usk@actices that encourage regeneration of

resources [11].

We have proposed an approach similar to the LEEDBRREEAM schemes, where indicator
scores are summed to obtain the overall scorelf&lse schemes or their derivatives are the
most widely used worldwide [12]. In this currenppa however, we take a closer look at the
indicator scores we computed and assess the defydspendency among them. We use a
correlation based approach, as well as one thatdlhg assigns causal strength and direction
from one indicator to another. We also study thplications of such dependency and show
that they can help to fine tune planning strategié® current rating schemes such as LEED
or BREEAM say little or nothing explicitly aboutdicator dependency. It appears as if all
the identified aspects (and corresponding indictare independent contributions to the
overall sustainability score. We show that thikisfrom the case.

Cui and Blockley [13] defined four types of depemclg increasing in degree from “mutual
exclusion” through “minimum dependence” and “indegence” to “maximum dependence”.
They did this to model the effect of two or moreegedents on an outcome. We do not
attempt in this paper to define the degree of dé@ece with such granularity, but rather to

capture the deviation from independence.

Alsulami and Mohamed [14] defined relevant indicatquantitatively, normalized them to
the range (0,1) and then modified these using gaceadcy matrix and fuzzy cognitive map

[15] to capture the dependency among the indisafiseng [16] used techniques to classify

5



indicators as “autonomous”, “independent”, “linkaged “dependent”, based both on their
dependence on other indicators (dependence powaed),their ability to influence other

indicators (driving power). Lin et al [17] calcutat the degree (D) of direct or indirect impact
of a criterion on other criteria, and also the @eg(R) to which a criterion is impacted by
other criteria. The strength of relation amongecrit was defined by (D+R), while that of

causality by (D-R).

Wagenhals et al. [18] obtained the indicator weddhy pair-wise comparison of indicators,
following the basic approach of Krajnc & Glavic [1Fhey then defined the dependency of a
given indicator on another (and vice versa) using kevel scale, namely “very strong”,
“strong”, “medium”, “weak” and “very weak”; and asthe direction of dependence, i.e.
whether positive or negative. This led to 11 labdelsdependency, including “none”. They
then used the dependence to modify the weightettatat scores when calculating the

overall sustainability index.

Many of the above authors have used fuzzy techsitpeonvert linguistic labels to numbers
that can be used in computations. Dependence ammolicators has also been studied in
relation to country risk indicators [20] and credisk [21]. However, the literature on

indicator dependency is sparse compared to tharomythe straightforward aggregation of
indicator scores to arrive at an overall score ratex. Hence, our research on indicator

dependency can be seen as a contribution to atlitersparse research field.

As will be seen below, our work covers aspects sicimdicator influence matrices; levels of
dependency and/or influence; computation of theeksyof influence and being influenced;
and relationships between weights and influenangths, all of which are covered to some
degree in the literature referred to above. We argawever that our work is novel in
applying these ideas to rating systems such as L.EBDut which no dependency related
literature could be found. More genuine novelty dsn claimed for demonstrating how
negative dependencies generate constraints that time maximum possible overall
environmental performance score; furthermore weavshow the above constrained maxima
can be achieved by appropriate trade-offs betwegicators that can be made at the planning
stage.



2. Objectives and Rationalé

The objectives and scope of the research repontélis paper, together with the rationale’

for the same, are as follows:

1. To study the dependencies among indicators,gutfinse in the Site and Energy
efficiency domains as examples. The Site and Eneffgyiency domains are the most
strongly weighted domains in most rating systerhgytaccount for 48% of the
weights in the system proposed for Sri Lanka, wfith Site domain accounting for
26% [3]. Hence, we concentrate on the Site domgiees since the domain has the
greatest weight; also, the negative dependenciexifthere generate some interesting
implications. More detail about the Energy effi@grdomain can be found elsewhere
[22], although some results are reported here. Wéas on intra-domain indicator

dependencies, since inter-domain ones are likehetess significant [22].

2. To consider two major implications of the abodependency, namely (i) the
relationship between the indicator weights and rttdg@pendencies; and (ii) the
constraints for probable indicator scores thatlmarachieved concurrently in a given

project or building when there are negative deproi@s among indicators.

3. To present a methodology for the constrainedinopation of the overall
environmental performance score, in this case @mlythe Site domain, which has
many negative dependencies; also to demonstrateheresults can be used for very
practical planning decisions.

3. Dependencies among Indicators

As described in our previous work [6], indicatoos &ll 33 aspects (listed in Table 1) were
obtained from buildings that had sought certificaton the basis of a recently introduced Sri
Lankan rating scheme [8]. Only 12 buildings weraikble for scoring because of the
relatively new scheme; but this limitation can hsetated somewhat because of the
reasonably low standard deviations of the scorgsN6te that only the first 10 buildings

were used for the correlation, since certificati@md not been sought for the last two; they
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were used for comparison in a previous paper [6dbld 2 gives seven defining
characteristics with respect to the siting of thesidings, all of which were located in urban
Sri Lankan settings. These are the ratio of untloiltotal site area; number of services
within 0.8 km of the site; number of bus stands Zobus lines within 0.4 km of the site;
population within 0.4 ha centred on the site; numdferesidential or commercial or other
units within the above 0.4 ha; ratio between vdgetand total area; and ratio between
shaded and total hardscape. It is the characteristiTable 2 that are used to generate each
of the seven indicator scores in Table 3, aftendpdinearly normalized by their benchmarks

[6].

Table 4 gives the matrix of correlation coefficeritor which an upper triangular matrix is
sufficient). Correlation coefficients in excess @f7 (whether positive or negative) are
indicated in bold, signifying both “very strong” @& 0.9) and “strong” (0.7 to 0.9)
correlations; whereas those between 0.5 and 0.7uaderlined, signifying “moderate”

correlation [23].

We now explore why there could be such correlabipipositing plausible causal influences
between each of the aspects. We signify whethemtheence is direct or inverse by using
positive or negative signs respectively. Furtheemare use an integer scale from zero to two
to indicate the strength of the influence as ‘nd®¢’ ‘moderate’ (1) and ‘strong’ (2) — see the
list below, which also includes in parenthesescibreesponding correlation coefficients from
Table 4. The matrix representing such influencesHe Site domain is presented in Table 5;
and the assigned values explained below — notewleaneed a full matrix to represent

influences, since they need not be reciprocal Kerdorrelations).

1. Land use— Housing density (-1): When un-built area increabesnumber of units
that can be housed will reduge= -0.47)

2. Land use— Landscape design (+2): When un-built area incetisgre is more space
available for landscaping (r = +0.91)

3. Land use— Microclimate (+1): When there is more un-builtateere will probably
be less hardscape (r = + 0.59)

4. Infrastructure efficiency— Transportation (-1): When there are a number ofices

available around the development, less transpontadirequired (r = +0.26)



5. Infrastructure efficiency» Housing density (+1): When the number of basivises
in the area increases there is more demand foirdgpasunits (r = +0.62)

6. Transportation— Infrastructure efficiency (-1): When good trandption is available
people will travel large distances for basic sesi¢r = +0.26)

7. Transportation— Housing density (+1): When transportation fa@ktincrease there
will be more demand for housing of units, and amease in the density (r = +0.62)

8. Site selection— Infrastructure efficiency (+1): When a dense steelected it would
have good services (r = +0.36)

9. Site selection— Transportation (+1): It is more likely that thevdll be good
transportation facilities for previously developstes (r = +0.27)

10.Site selection— Housing density (+2): Previously developed sitaf thave an
increased housing density (r = +0.72)

11.Housing density—~ Land use (-2): When housing density increasesataé foot print
of the built area will increase, and the un-buigaawill decrease (r = -0.47)

12.Housing density— Infrastructure efficiency (+1): When housing dénsncreases
there is more demand for infrastructure (r = +0.62)

13.Housing density— Transportation (+1): When housing density is higare will be
good transportation (r = +0.62)

14.Housing density— Landscape design (-1): When housing density ik lagdscaped
area will be reduced (r = -0.62)

15.Landscape desigh> Land use (+1): When a greater area is used faistzaping the
un-built area also increases (r = + 0.91)

16.Landscape desigh» Microclimate (+1): Good landscaping can incredsadsg and
reduce heat island effects (r = +0.56)

[Note that the term ‘housing’ is used in the semiSaccommodating’]

In this way, there were 16 plausible influenced tware identified (out of the 42 possible

relationships). The correlation coefficients senasl a guide to corroborate the posited

influences, including their directions and stremsgtBo for example, influences 2 and 10

above have strengths of +2 and r values of +0.91+8n72 respectively. Similarly influences

5 and 7 both have strengths of +1 and r value9d&?2t The corroboration is far from perfect

however. Influence 11 has a strength of -2 but\adue of only -0.47; while influence 15 has

a strength of only +1 but an r value as high a®*0Furthermore, influences 4 and 6 have

strengths and r values of differing sign. Neverhs| the overall corroboration of the
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influence strengths by the r values can be deemedasonably good. Note that Alsulami and
Mohamed [14] and Wagenhals et al. [18] have algsd tto capture influences between
indicators using linguistic labels converted to muim values. The corroboration of such
gualitative judgements via correlation coefficieatswe have done is however novel, to our

knowledge.

4. Higher order Dependencies

The first order influences can be represented itmixi@rm, and Table 6 shows such a matrix
that has been normalized after dividing by the agglrow sum. The row sums represent the
degrees to which each aspect indicator influentlesrs; while the column sums represent

the degree to which they are susceptible to beifiganced.

We now follow the work of Boulanger [24], who hased a modified matrix adjacency
approach for ecological modeling, capturing botistfand higher order influences between
entities. Consider Figure 1, where P, Q and R sspriephysical entities in an ecosystem for
Boulanger [24], but aspects of a rating systemuir The figure depicts both direct (e.g.
P—Q and P»R) and indirect (i.e. double link, e.g—MR—Q) influences for a 3 aspect
system. In addition to the indirect influences degd, ‘cyclic’ influences are also possible

and described below, though omitted from Figurericfarity.

We can use a matrix of influences such as in T@td¢, calling it matrix [A], to represent
some (arbitrarily chosen) direct influences. AsnsgeTable 6, a matrix of influences need
not be symmetrical, unlike a matrix of correlatiombe matrix [A] indicates that the (direct)
influence of P on Q (»Q) = +0.5; that of P on R (P—R) = +0.25; and that of R on Q
(R—Q) = -0.25. Note that the principal diagonal hasogebecause there is no direct
influence of an aspect on itself.

It is intuitive that the second order influence (finst level’ indirect influence) of P on Q
(P—R—Q) will be the product of the direct influencesPbbn R and R on Q, i.e. (+0.25) x (-
0.25) = -0.063. It can be shown that the matrixhase ‘first level’ indirect influences is
obtained by multiplying the matrix [A] by itself tobtain [AF. The matrix [A} is shown in
Table 7(b); it indicates that the (second ordeiuance of P on Q is indeed -0.063. The other
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thing to note is that the principal diagonals acsvmon-zero. This is because of ‘cyclic’
indirect influences. So the first level indirectflience of P on P will be obtained as
(P—»Q—P) plus (R>R—P) = (P>Q)(Q—P) + (P>R)(R—P) = (+0.5)(+0.25) + (+0.25)(-

0.25) = +0.063, which is given in the first cellroftrix [A]? in Table 7(b).

We can see that the numbers depicting influencesraaller in Table 7(b) than in Table 7(a).
Similarly, higher order influences will be smalk#ill; and if the total influence is represented
by the matrix [A]=[A] + [A]? + [A]® + .....+ [A]", the members of [A]will converge fairly

soon. This type of recursive convergence has bemroped by Alsulami and Mohamed [14]

too; however, the method we propose is much singsidreasily computed.

Table 8 gives the final table of influences, or [Apr the aspects in the Site domain. If we
compare the matrix [A](Table 8) with the matrix [A] (Table 6), we seathhe aspect which
most highly influences others has changed from s#ection to land use; while housing
density has remained as the one being most infecebg others. The general trend however
remains more or less the same — see Figure 2, otk the relationship between the direct
and total influences, but only for non-zero diretfluences. The slope of the regression
(1.55) indicates that the total influences are apipnately 50% higher than the direct ones.
The line also passes very close to the origin dedcbefficient of determination is fairly
high; this means that the relative magnitudes arettibns of the direct influences have not
changed very much. As described above, however twild be some significant individual
variations. These dependencies and their highear @fflects therefore appear to be of some
importance. What is less clear is what this impdied how it should be used, both in decision
making and in the defining of rating system aspectd even their weights. We consider

these questions below.

5. Implications of Dependency

Given that we have indices for the degree of imfileg other aspects/indicators (row sums
in Table 8) and also the degree of being influenmgdthers (column sums in Table 8), we
can now check the relationship if any between W for the Site domain. This is presented
in Figure 3, which portrays a strong negative datien between the two entities; note that

the figure gives an Rvalue (i.e. the coefficient of determination) 099. This implies that if
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an aspect tends to causally influence other aspécssunlikely to itself be influenced much
by those indicators. Although notions regardingrdeg of influencing and being influenced
have been presented by Lin et al. [17] and Tseg, fthe insight regarding this inverse
relationship is novel. A similar negative corretatiwas obtained for the Energy efficiency

domain, with an Rvalue of 0.82.

The question also arises as to the relationshipdmst the weights obtained for these aspects
[3] and the degrees to which they influence or iafeienced by other aspects. If say an
aspect strongly influences other aspects (as desedvabove), should that be reflected in its
weight or should the weight merely reflect the asgempact on the environment? On the
other hand, even though an aspect is stronglyanftad by other aspects (with little or no
influence on those others), can its weight stilt he high, because its own environmental
impact is high? This research only begins to ansueh questions, but they are well worth

pursuing in further studies.

What we have done here is to take the aspect veej@htand the degrees of influence (row
sums in Table 8) and check whether there is ameletion. The resulting Rvalue obtained
for the Site domain is 0.02; while that for the Egyeefficiency domain is 0.003 (Figures 4(a)
and (b)). This limited exploration appears to imadécthat the aspect weights, obtained from
expert surveys [3], do not primarily reflect theifluence on or by other aspects, but rather
their own environmental impact. In other words, coeld tentatively say that aspects weights
are independent of their influence on other aspédtee again we emphasize that more

research is required on this entire issue of aspeEmendency.

It is not clear whether the developers of ratingtems ignored these dependencies or in fact
deliberately allowed them. If, as our tentativedfimgs above suggest, the aspect weights are
independent of the of their degrees of influenlksentperhaps one way of accounting for these
degrees of influence would be to deliberately binldependent aspects. For example, in the
exercise carried out for the Energy efficiency dom@2], the greenhouse gas emission
indicator was highly (and positively) influenced B the other indicators — i.e. by energy
usage, building envelope performance, lightingcedficy and renewable energy percentage —
while not itself influencing any other indicatoro,Salthough the greenhouse gas emission
indicator can be completely ‘explained’ by the othmelicators (and hence arguably left out),

the fact that it is separately accounted for carctmesidered a measure of the degrees of
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influence of those other indicators. At the sameetihaving too many dependent aspects in a
rating system could be tantamount to ‘double caowgnti Such findings will hopefully
encourage future research into conceptual as wetactical aspects of indicator dependency
in the context of rating systems.

We now consider another implication of indicatopeledency, in particular of negative
dependency. The Site domain has many such negdgpendencies between aspects,
although the Energy efficiency domain has only {posidependencies [22]. If there are
negative dependencies between two aspects, it wbeld follow that indicators for both
those aspects are unlikely to be at their maximossible values. This has implications for
the optimization of overall environmental perforroarnscores, as we shall see in the next
section. As a prelude to that, we explore the camgs that are likely to characterize such

optimization.

Let us consider that any aspect indicator can assama of three levels, namely low, medium
or high. If there is a ‘moderate’ negative influenaf one aspect on another in any direction
(see Table 5 for cells with -1), we could posittthath indicators cannot be at a high level
simultaneously; in other words, if one indicatoratsa high level, the other cannot be at a
level greater than medium. This constraint is thated in Figure 5(a) for the aspects
infrastructure efficiency and transportation. Iiwever there is a ‘strong’ negative influence
of one aspect on another in any direction (seeeT&blor cells with -2), we could say by
extension that if one indicator is at a high or medlevel, the other cannot be at a level any
greater than low. This constraint is illustratedFigure 5(b) for the aspects land use and
housing density. The above constraints are utilimgtlie optimization exercise that follows.

6. Optimization of Environmental Performance Scores

The question of optimization arises because ohtgative dependencies discovered among
indicator scores (e.g. in the Site domain). We halveady seen the constraints spelt out in
Figures 5(a) and 5(b), where aspect indicator scare assumed to have discrete levels
corresponding to high, medium and low. The numardticator scores (normalized with

respect to their benchmarks) corresponding to thesels for the Site domain aspects are

taken as the maximum, average and minimum value$aisle 3. The objective of the
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exercise was to find the combinations of indicasoore levels that would result in a

maximum or near maximum overall environmental penfance score for the Site domain.

The details of the optimization are found elsewHed. It involves binary coding so that
genetic algorithm type approaches could be empldgea larger number of combinations.
For the present exercise, even an exhaustive seétble 343 possible combinations would
suffice. The results are presented in Table 9Herdombinations that yield the top 4 overall
scores, together with those scores.

The highest score achieved is 39.3. If there areamstraints, then all the levels would have
been at high, and the overall score would have B@eh This shows that the constraints due
to the presence of negative influences preventrtheimum overall score being reached. It
should also be noted that the maximum weight fer $ite domain is 25.7 (expressed as a
percentage) [3]. The question arises then as to thewmaximum possible (i.e. constraint

free) maximum score can reach 52.7. This is becawuseare using ‘continuous score

functions’ as opposed to step functions [6]. Thenker approach rewards above-benchmark
performance and will allow the overall performascere for the Site domain to exceed 25.7,
which would be achieved for a building where alpexts on average are at their global

benchmark values.

It can be observed that the highest overall scorchieved by keeping the housing density
score low, thus allowing both the land use anddaade design ones to be high. This score is
higher than having the housing density score Higicause then the land use one will need to
be low (strong negative influence constraint) arellandscape design one average (moderate
negative influence constraint). When translatea tplanning decision, this would suggest
that preserving greater un-built areas in a sitelldv@ontribute to a higher environmental
performance score than creating greater housingitgesimilarly, having the transportation
indicator high and the infrastructure efficiencyeoaverage is better than their being vice
versa (moderate negative influence constraint). Winenslated to a planning decision, this
would suggest that providing or seeking betterdpantation linkages would contribute to a
higher environmental performance score than seetingreating mixed development in a
site. It should be noted that these conclusionglependent not only on relative weights, but

also on the relative (normalized) ranges of scaoksevable.
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The above planning strategies may not necessaegnnthat lower environmental impacts
are in fact being achieved thereby. That dependsoconwell the rating scheme being used
genuinely reflects environmental performance, aogbts about that have been raised in the
introduction to this paper and elsewhere [6, 9-Irl addition, there is also the question about
how accurate the assessments are. However, giyamtiaular rating system, if a building
owner, developer or manager wants to maximizeeatéopmance score, the above approach
to trade-offs can be used in the presence of negdipendencies. Seeking to increase the
scores for highly weighted aspects is of coursethemoobvious way of maximizing the

environmental performance score.

The above implications of negative dependenciepfamning strategies are a very practical
way in which this research can influence practid¢hile it is not clear whether these
implications were envisaged or not by rating systiawelopers, scoring systems of all types
will not only reward performance but also inducddaor that could primarily be reward-
seeking as opposed to performance-improving. search has highlighted the implications
of negative dependencies. While those using ratigygtems may want to exploit the
possibilities raised here, those developing ratgygtems should judge whether such

exploitation is to be encouraged, tolerated oralisaged.

7. Conclusions

1. It was possible to identify strengths and dirediaf influences between aspects within
the Site and Energy efficiency domains, using threetation coefficients as a guide. For
example, in the Site domain, there is a very strpagitive influence of land use on
landscape design and a very strong negative infiehhousing density on land use.

2. A matrix multiplication cum summation approach wased to represent and quantify the
direct and indirect influences between aspectshénSite domain, the aspect that most
influences others was found to land use; while mguslensity was the aspect most
influenced by others.

3. The degrees of influencing and being influencedafgpects in both the Site and Energy
domains were inversely correlated with high coggfits of determination.

4. Low or negligible coefficients of determination Ween aspect weights and their degrees

of influencing other aspects suggest that the wigigéflect their actual environmental
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impacts much more than their influence on otheeeisp This means that aspects weights
supplied by experts appear to be independent ahtheence of one aspect on another.
Constraints to achieving the maximum possible emvirental performance score derive
from negative dependencies between indicator scdiesse dependencies can be
classified as strongly or moderately negative.

Strongly negative dependencies create a greatebewrmf unlikely indicator level
combinations. These subsume the unlikely indicé&wel combinations generated by
moderately negative dependencies.

Studying the implications of constraints for enmingental performance scores can help
us to arrive at planning decisions. For exampleemgithe rating system and context we
have described, preserving greater un-built areaa site (land use) and improving
landscape design would contribute to a higher enmrental performance score for the
Site domain than creating greater housing denSityilarly, providing or seeking better
transportation linkages would contribute to a hrgbkavironmental performance score
than creating mixed development in a site (infragtire efficiency). Such planning
strategies are dependent not only on relative weidiut also on the ranges of relative

(normalized) scores that are achievable.
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Table 1 - Domains and aspects for environmentdbpaance of buildings (from [3])

Domain Aspects

Site Land use
Site selection
Infrastructure efficiency
Transportation
Housing density
Microclimate
Landscape design

Energy Energy usage

Efficiency Building envelope performance
Lighting efficiency
Greenhouse gas emission
Renewable energy

Water Efficiency  Water conservation
Water efficient landscaping
Sustainable water technologies

Materials Local/regional materials
Renewable material
Recycle material
Reuse material
Embedded energy
Carbon content

Durability
Indoor Occupant health & safety
Environmental Thermal comfort
Quality Daylight
Acoustic & noise control
Visual quality
Indoor air quality
Waste & Waste reduction
Pollution Waste management strategies

Waste water management
Operational waste
Flexible building plan
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Table 2 — Characteristics of the 10 buildings usedhe survey and analysis

Un-built/ Services Bus stands (for 2 People/ Units/ Vegetated/ Shaded/total
total area in 0.8 km lines)in0.4km 0.4ha 0.4ha total area  hardscape

Building 1 0.215 13 3.0 1800 25 0.050 0.41
Building 2 0.645 3 0.5 1350 4 0.378 0.65
Building 3 0.188 15 1.4 2100 28 0.120 0.45
Building 4 0.200 8 1.2 1650 10 0.140 0.50
Building 5 0.100 7 1.2 2100 20 0.040 0.25
Building 6 0.088 8 1.4 1950 15 0.030 0.30
Building 7 0.088 20 1.0 1800 18 0.024 0.60
Building 8 0.180 14 1.2 2250 18 0.090 0.40
Building 9 0.113 12 1.0 1350 12 0.164 0.36
Building 10 0.135 9 1.3 1650 10 0.086 0.50

Table 3 — Scores for the aspects in the Site dootstenned by the sample of 10 buildings

Land Infra- Transport- Site Housing Landscape Micro-

use structure ation selection density design climate
Building 1 0.86 1.30 3.00 1.20 2.50 0.25 0.81
Building 2 2.58 0.30 0.50 0.90 0.40 1.89 1.30
Building 3 0.75 1.50 1.40 1.40 2.80 0.60 0.90
Building 4 0.80 0.80 1.20 1.10 1.00 0.70 1.00
Building 5 0.40 0.70 1.20 1.40 2.00 0.20 0.50
Building 6 0.35 0.80 1.40 1.30 1.50 0.15 0.60
Building 7 0.30 2.00 1.00 1.20 1.80 0.12 1.20
Building 8 0.72 1.40 1.20 1.50 1.80 0.45 0.80
Building 9 0.45 1.20 1.00 0.90 1.20 0.82 0.72
Building 10 0.54 0.90 1.30 1.10 0.95 0.43 1.00
Minimum 0.30 0.30 0.50 0.90 0.40 0.12 0.50
Average 0.78 1.09 1.32 1.20 1.60 0.56 0.88
Maximum 2.58 2.00 3.00 1.50 2.80 1.89 1.30
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Table 4 — Correlation coefficients (r) for aspestres from the 10 buildings

Land Infra- Transport- Site

use structure ation selection

Housing Landscape Micro-

density

design climate

Land

1.00 -0.55 -0.28 -0.46
use

Infra-
structure

Transport- 1.00 0.27
ation ' '

Site
selection

1.00 0.26 0.36

1.00

Housing
density

Landscape
design

Micro-
climate

-0.47

_0.62

_0.62

0.72

1.00

0.91 0.59

-0.55 0.07

-0.51 -0.34

-0.64 -0.49

-0.62 -0.42

1.00 _0.56

1.00

Table 5 — Influence matrix for aspects in site doma

Land Infra- Transport- Site
use structure ation selection

Housing
density

Landscape Micro-
design climate

Land
use

Infra- 1
structure
Transport-
ation

Site
selection
Housing

density ¥ 1 1
Landscape
design

Micro-
climate

-1

2 1
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Table 6 — Degrees of influencing and being inflieehdirst level of influence

Land Infra-  Transport- Site Housing Landscape Micro- Degree of
use  structure ation selection  density design climate influencing
Land 0 0 0 0 -0.25 0.50 025  0.50
use
Infra-
structure 0 0 -0.25 0 0.25 0 0 0.00
Transport- 0 -0.25 0 0 0.25 0 0 0.00
ation
Site 0 0.25 0.25 0 0.50 0 0 1.00
selection ) ' ' '
Housing
density -0.50 0.25 0.25 0 0 -0.25 0 -0.25
Landscape
design 0.25 0 0 0 0 0 0.25 0.50
Micro- 0 0 0 0 0 0 0 0.00
climate
Degree 025  0.25 0.25 0.00 0.75 0.25 0.50
influenced

Table 7 — (a) First and (b) second level influerfoesnteracting entities in Figure 1

7(a) — Matrix [A] P Q R
P 0 +0.5 +0.25
Q +0.25 0 -0.5
R -0.25 -0.25 0
7(b) — Matrix [A] 2 P Q R
P 0.063 -0.063 -0.250
Q 0.125 0.250 0.063
R -0.063 -0.125 0.063
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Table 8 — Degrees of influencing and being infleghcsum of all first and higher order

influences
Land Infra-  Transport- Site Housing Landscape Micro- Degree of
use structure ation selection  density design climate influencing
tggd 039  -0.08 -0.08 0.00 -0.38 0.78 054 117
Infra-
-0.17 0.12 -0.21 0.00 0.27 -0.15 -0.08 -0.23
structure
Transport- 447 21 0.12 0.00 0.27 -0.15 -0.08  -0.23
ation
Site
. -0.51 0.36 0.36 0.00 0.80 -0.45 -0.24  0.33
selection
Housing 086  0.27 0.27 0.00 0.35 -0.76 -0.40  -1.14
density
Landscape
design 0.34 -0.02 -0.02 0.00 -0.10 0.20 0.38 0.79
Micro- 0.00 0.00 0.00 0.00 0.00 0.00 0.00  0.00
climate
Degree 098  0.44 0.44 0.00 1.21 -0.54 0.13
influenced
Table 9 — Combinations of aspect indicator levedtdyng high overall scores for the Site
domain
Land Infra- Transport- Site Housing Landscape Micro- Overall
use structure ation selection density design climate Score
High Average High High Low High High 39.3
Low Average High High High Average High 38.8
High High Average High Low High High 37.6
Low High Average High High Average High 37.1
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FIGURE CAPTIONS

Figure 1 — First order (direct) and second ordati{ect) influences among three entities
Figure 2 — Relationship between non-zero diredti@rfces and their final total influences
Figure 3 — Degree of influencing vs being influeshéer aspects in the Site domain

Figure 4 (a) — Relationship between degree of arfting and weight for aspects in the Site
domain

Figure 4 (b) — Relationship between degree of erflting and weight for aspects in the
Energy efficiency domain

Figure 5 — Possible indicator score level combaretifor (a) housing density and land use

aspects and (b) transportation and infrastructffieiency. Note that dark shading
defines combinations that are not allowed.
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Figure 1 — First order (direct) and second ordati(ect) influences among three entities
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Figure 4 (b) — Relationship between degree of erflting and weight for aspects in the
Energy efficiency domain
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Figure 5 — Possible indicator score level comboretifor (a) transportation and infrastructure
efficiency and (b) housing density and land useeetsp Note that dark shading
defines combinations that are not allowed.
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