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Real-Time Instrument Segmentation in Robotic
Surgery Using Auxiliary Supervised Deep
Adversarial Learning

Mobarakol Islam

Abstract—Robot-assisted surgery is an emerging technology that
has undergone rapid growth with the development of robotics and
imaging systems. Innovations in vision, haptics, and accurate move-
ments of robot arms have enabled surgeons to perform precise min-
imally invasive surgeries. Real-time semantic segmentation of the
robotic instruments and tissues is a crucial step in robot-assisted
surgery. Accurate and efficient segmentation of the surgical scene
not only aids in the identification and tracking of instruments but
also provides contextual information about the different tissues
and instruments being operated with. For this purpose, we have
developed a light-weight cascaded convolutional neural network
to segment the surgical instruments from high-resolution videos
obtained from a commercial robotic system. We propose a multi-
resolution feature fusion module to fuse the feature maps of differ-
ent dimensions and channels from the auxiliary and main branch.
We also introduce a novel way of combining auxiliary loss and
adversarial loss to regularize the segmentation model. Auxiliary
loss helps the model to learn low-resolution features, and adversar-
ial loss improves the segmentation prediction by learning higher
order structural information. The model also consists of a light-
weight spatial pyramid pooling unit to aggregate rich contextual
information in the intermediate stage. We show that our model sur-
passes existing algorithms for pixelwise segmentation of surgical
instruments in both prediction accuracy and segmentation time of
high-resolution videos.

Index Terms—Deep learning in robotics and automation, visual
tracking, object detection, segmentation and categorization.

I. INTRODUCTION

OBOT-ASSISTED minimally invasive surgery (RMIS)
has revolutionized the practice of surgery by optimiz-
ing surgical procedures, improving dexterous manipulations and
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enhancing patient safety [1]. Recent developments in the field
of robotics, vision and smaller instruments have impacts on
minimally invasive intervention. The common extensively used
surgical robotic system is the Da Vinci Xi robot [2]-[5] en-
able remote control laparoscopic surgery with long kinematic
chains. The Raven II [6] is a robust surgical system consists of
spherical positioning mechanisms. Remarkable recent surgical
tools with complex actuation systems utilized micro-machined
super-elastic tool [7] and concentric tubes [8]. However, with
the reduction in size and complex actuation mechanisms, con-
trol of the instruments and cognitive representation of the robot
kinematics are forthwith remarkably challenging in a surgical
scenario. In addition, there are factors that complicate the sur-
gical environment such as shadows and specular reflections,
partial occlusion, smoke, and body fluid as well as the dynamic
nature of background tissues. Hence, real-time surgical instru-
ments detection, tracking, and isolation [9]-[12] from tissue are
the key focus in the field of RMIS.

Previously, marker-based instruments tracking techniques ap-
ply in the robotic-assisted surgery [9], [10]. However, it in-
creases the instrument’s size and sterilization can be an issue in
the MIS. Vision-based marker-free approaches for tracking are
particularly desirable without increasing tools size on the exist-
ing setup. Prior methods utilize handcrafted features like color
and texture features [13]-[15], Haar wavelets [16], HoG [17],
DFT shape matching [18] and some studies leverage classical
machine learning models such as Random Forest [19], Naive
Bayesian [14] and Gaussian Mixture Model [20] to segment
instrument’s background. However, all these models are either
solve a simple problem or not robust in intensity changes and
typical motion of the instruments. Moreover, these models only
apply for binary segmentation where it is necessary to detect
parts and categories of the instruments to understand complex
surgical scenario (see Fig. 1).

Recently, deep learning has been excelled in the performance
of the classification, detection and tracking problems. Seman-
tic segmentation and tracking involving convolutional neural
networks (CNN) have successfully been used in the field of
medicine, for example, brain tumor segmentation [21], [22],
stroke lesion segmentation [23], brain lesion segmentation [24],
vessel tracking [25], and tumor contouring [26].

A. Related Work

There are several successful deep learning approaches to lo-
calize and detect the pose and movement of instruments. To find
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(a) A video frame

(b) Binary

Fig. 1.

(c) Parts (d) Instruments

Visualization of the robotic surgery image from the dataset that contains robotic instruments performing surgery on a tissue. The annotation of tools

as binary (2 classes: Background and Instruments), parts (4 classes: Background, Shaft, Wrist, Claspers) and Instrument types (8 classes: Background, Bipolar
Forceps, Prograsp Forceps, Large Needle Driver, Vessel Sealer, Grasping Retractor, Monopolar Curved Scissors, Other).

the use of the real-time application, there are also few models fo-
cusing on prediction speed as well as accuracy. Mostly, two type
of studies for instruments tracking using CNN. First, tracking-
by-detection using bounding box [27], [28] and pose estimation
[17]. However, bounding detection is not precise enough and
seldom predicted locations are along instrument’s body instead
tip. Second, tracking-by-segmentation where instruments can
be annotated into binary, parts and categories. ToolNet [29], a
holistically nested real-time instrument segmentation approach
of a robotic surgical tool. The work only focuses on binary seg-
mentation with the observation of real-time prediction. Deep
residual learning and dilated convolution are integrating to seg-
ment multi-class segmentation (instrument parts) and improve
the binary segmentation [30]. Subsequently, Shvets et al. [31]
segment the instruments into binary, parts and categories (the
type of instruments) and further observe the prediction time
for online application. The study uses the Jaccard index-based
loss function to train LinkNet [32] and obtains better accuracy
compared with other segmentation models. Laina et al. [33] pro-
pose simultaneous segmentation and localization for tracking of
surgical instruments. A pre-trained fully convolutional network
(FCN) and affine transformation are used for non-rigid surgical
tools tracking [34]. Another study [35] checks the usage of the
surgical tools by a joint model of CNN and recurrent neural
network (RNN). Most of the approaches are attempting to track
the instruments by emphasizing detection using convolutional
networks which need tremendous computation. However, track-
ing instruments during surgery is an online task and it is crucial
to supporting faster prediction speed for seamless surgery.
Online tasks such as instrument tracking during surgery are
required an optimized model with good accuracy and prediction
speed. There are very few works emphasize on fast semantic
segmentation system with decent prediction performance from
high-resolution video frames. ICNet [36] introduces cascade
feature fusion (CFF) and auxiliary loss for real-time semantic
segmentation. It leverages multiple branches with pyramid pool-
ing and appends softmax cross-entropy loss in each branch. An
encoder-decoder approach, LinkNet [32], utilizes the model pa-
rameters efficiently and shows accurate instance level prediction
without compromising processing time. Some other approaches
such as ENet [37], SqueezeNet [38] trade-off accuracy and pro-
cessing time by reducing filter size and input channels. Recently,
adversarial learning models have been shown state of the art per-
formance in the image synthesizing [39], segmentation [40] and
tracking [41]. Adversarial training optimizes objective function
by adding adversarial term with conventional cross-entropy loss.

Auxiliary Class Maps
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Fig.2.  Our Proposed Multi-resolution Feature Fusion (MFF) Module. Feature

maps of Auxiliary branch (1/16) are downsampled and fused with main branch
(1/32) and produced MFF feature maps and auxiliary class maps.

It can enforce the higher-order consistency of the feature maps
without changing model complexity.

B. Contributions

In this letter, we propose a light-weights CNN model with
adversarial learning scheme for real-time surgical instruments
segmentation from high-resolution videos. We have designed a
multi-resolution feature fusion (MFF) module to aggregate the
multi-resolution and multi-channel feature maps from auxiliary
and master branches. We have also proposed a model regulariza-
tion technique combining auxiliary and adversarial loss where
auxiliary loss learns the low-resolution features and adversarial
loss refines the higher order inconsistency of the feature maps.
The proposed model further consists of convolution and decon-
volution blocks, residual block, class block, decoder, and spatial
pyramid pooling unit. To train in adversarial manners, we adopt
an FCN followed by up-sampling layers as a discriminator [40].
To enable real-time instruments tracking, we have tuned the
model parameters and a trade-off between speed and accuracy
to find out the optimized architecture. Our model has surpassed
the performance of previous work on the MICCAI robotic in-
strument segmentation challenge 2017 [42] in each category of
segmentation such as binary, parts, and instruments.

II. PROPOSED METHOD

Our proposed model consists of multiple branches over which
contextual information from different resolutions of input im-
ages are fused to generate high-resolution semantic feature
maps. We propose a Multi-resolution Feature Fusion (MFF)
block to aggregate multi-scale features from a different branch.
We also adopt spatial pyramid pooling where rich contextual
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Our proposed segmentation network. It has 2 branches with the different resolution of inputs. The feature maps of both branches are fused by proposed

@ Up-sampling

Multi-resolution feature fusion (MFF) module. In training time, the main loss calculated on (1/2) of the original resolution. Feature maps have been upsampled to

2% to fit with original dimension in the testing phase.

features are reconstructed at different grid scales from bottom-
up. Fig. 3 shows our proposed segmentation network of auxiliary
(top) and main (bottom) branch and arrangement of different
units such as Conv-Block, Residual-Block, MFF, Decoder, and
Up-sampling. We refine predicted feature maps of our segmenta-
tion network by using a discriminator network in an adversarial
learning manner, as illustrated in Fig. 4.

A. Multi-Resolution Feature Fusion (MFF)

To combine the feature maps of different dimensions from
main and auxiliary branches, we design multi-resolution feature
fusion (MFF) module, as illustrated in Fig. 2. MFF can also
produce the auxiliary class maps to calculate auxiliary loss. We
adopt the idea of CFF from ICNet [36]. However, we replace the
interpolation layer (upsample) with convolution layer (stride 2)
to downsample the maps and added bottleneck layer to reduce
channel without increasing complexity. We deal with various di-
mensions and channels of feature maps from multiple branches
with MFF where CFF only works on different dimensions.

There are two inputs of scale 1/16 (auxiliary) and 1/32 (main)
to MFF module where it downsamples auxiliary inputs and fuses
with feature maps of the main branch. Auxiliary class maps and
fused feature maps are the two outputs of the module.

B. Network Architecture

In Fig. 3, the main branch consists of a Conv-Block followed
by a max-pooling layer, 4 Residual-block, and a spatial pyramid
pooling (SPP) unit. Conv-Block is the starting unit which forms
with the layers of convolution, batch-normalization, and ReLU.

It performs convolution on high-resolution input frames scale 1
such as 3 x 1024 x 1280 with a kernel size of 7 x 7 and stride
of 2. There is a max-pooling immediately after Conv-Block to
downsample the feature map into the half. Subsequently, there
is 4 Residual-Blocks similar combination of layers as ResNet18
[43] which is lighter and optimized with computation and accu-
racy. The quantity and scale of feature maps of each layer are
depicted in the top and bottom respectively (Fig. 3). A spatial
pyramid pooling (SPP) [44] unit utilizes to extract multi-scale
semantic features from the output feature maps of the Residual-
Blocks. To reduce feature length, we replace the concatenation
operation of the pyramid pooling module with summation. The
center of the segmentation architecture consists of MFF module
which fuses the feature maps and produces auxiliary class maps.
The latter part of the architecture has 3 decoder blocks and a
class block similar to LinkNet [32]. Each decoder forms of Con-
volution (1 x 1)-Deconvolution (3 x 3, stride 2)-Convolution (1
x 1) followed by batch-norm and ReL.U layers. There are also
3 layers inside the class block which connected as Deconvolu-
tion (3 x 3)-Convolution (3 x 3)-Deconvolution (2 x 2). To
recover spatial information lost in downsampling, there is skip
connection to each decoder from corresponding residual block.
The overall framework of our proposed model is depicted in
Fig. 4. Generated feature maps from segmentation network and
One-hot maps from ground truth are the input to the discrimina-
tor network. The network can differentiate the maps belongs to
the segmentation network or ground truth and refine the high-
level inconsistency. There are 5 Conv-Blocks and corresponding
up-sampling (interpolation) layers in the discriminator network
as [45]. The network can detect and correct the higher-order
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TABLE I
PERFORMANCE OF OUR MODEL WITH AND WITHOUT ADVERSARIAL FOR
BINARY SEGMENTATION

m Up-sampling

Our proposed segmentation framework with adversarial learning scheme. Discriminator has 5 convolution layers followed by upsample layers.

TABLE III
AVERAGE TIME CONSUMED AND REQUIRED MEMORY FOR BINARY
PREDICTION. INFERENCE TIME MEASURES ON ONE NVIDIA GTX 1080T1
GPU AND BATCH SIZE 1

Dice | Hausdorft | Specificity | Sensitivity
With Adversarial 0.916 11.11 0.989 0.928 Time Memory | No. of Params
Without Adversarial | 0.913 11.43 0.990 0.916 Model (ms) fps (MB) (Millions)
Ours 5.75 173.78 81.8 1491
EVALUATION SCORE FOR TESTING DATASET OF BINARY PREDICTION. DR ICNet [36] 9.13 | 109.50 31.0 6.69
DENOTES AS DOWN-SAMPLING RATE FOR BINARY SEGMENTATION UNet [49] 4.46 | 22421 31.4 7.84
TernausNet [50] 4.20 238.09 128.8 46.91
DR | Dice | Hausdorff | Specificity | Sensitivity PSPNet [44] 16.25 61.55 272.8 68.05
Ours No 0.916 11.110 0.989 0.928
LinkNet [31] No | 0.906 11.228 0.989 0.920
TICNet [36] No | 0.882 11.923 0.986 0.892 TABLE IV
UNet [49] No 0.878 12112 0.985 0.891 PERFORMANCE COMPARISON FOR BINARY, INSTRUMENTS AND PARTS
TernausNet [50] | No | 0.835 | 12.706 0.983 0.830 SEGMENTATION WITH DIFFERENT MODELS
PSPNet [44] 2 0.831 12.510 0.990 0.788
Model Binary | Parts | Instruments
Ours 0.916 0.738 0.347
LinkNet [31] 0.906 0.704 0.324
inconsistency of the predicted feature maps of the segmentation ICNet [36] 0.882 | 0.553 0.266
network. UNet [49] 0.832 | 0.588 0258
TernausNet [50] 0.835 0.587 0.263
PSPNet [44] 0.831 0.559 0.232
C. Loss Function
TABLE V

The auxiliary loss at the intermediate stages helps to optimize
the learning process and can be added with the main loss. It
exploits the discrimination in low stages and provides more
regularization in training. The segmentation loss (L4 ) function
can be written as-

Lseg = Liain + )‘auxLauxy (D
where L, .in and L, are the softmax cross-entropy loss in
main branch loss and auxiliary loss. We choose auxiliary weight
factor A, = 0.4 as [36].

The later portion of our model is an adversarial loss which dis-
criminates the feature maps of the segmentation network from
label maps of the ground truth. Adversarial loss term penalized
the mismatches in a higher ordered label such as a region labeled
with certain class exceeds the threshold. Overall, training loss is
the combination of the master and auxiliary branches loss with

PERFORMANCE ANALYSIS IN DIFFERENT BRANCHES OF OUR PROPOSED MODEL

Branch fps . Dice
Binary | Parts | Instruments
Main 173.78 0.916 | 0.738 0.347
Auxiliary | 227.38 | 0911 0.732 0.339

the adversarial loss.

L= Lmain + )\aquauw + )\adead’va (2)

where L4, is the adversarial loss that is spatial cross entropy
loss with respect to two classes (0 for feature maps of the seg-
mentation network or 1 for label maps of the ground truth). We
adopt the weight factor X, 4, for the adversarial loss to be 0.01
as [40].
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Visualization of prediction results for the binary, parts and instruments wise segmentation. Proposed model shows high performance in binary and parts

wise segmentation. There are many false positives predicted in instruments wise segmentation.

either of the categories, namely rigid shafts, articulated wrists,
clampers or miscellaneous instruments such as a laparoscopic
instrument or drop-in ultrasound probe. Each image has a 1920
x 1080 resolution, which is reduced to 1280 x 1024 after crop-
ping out the black canvas. For binary segmentation, we encode
the value of 1 for every pixel that has an instrument and O for
the background. For partwise segmentation, we encode every
component of the instrument with values (0,1,2,3). For instru-
ment segmentation, we encode every instrument category with
an incremental numerical value starting at 1.

We split the given training data into training and testing data.
The image sequence from the first 6 surgeries consists of our
training data, and contain a total of 1350 training images. The
testing data consists of the image sequence from the remaining
2 surgeries and consists of a total of 450 images.

B. Preprocessing

The training dataset is augmented using simple augmentation
(Flip Horizontal and Flip vertical) and the data set is normalized
within each image channel by subtracting each channel’s mean
to get zero mean image. However, when the pre-trained model
needs to be used for practical purposes, we can use additional
augmentation techniques like Gaussian blur, Brightness change,
and Image skew to simulate surgical conditions like fogging of
the camera lens, changing of the brightness of input image and
skewing of recording angle.

C. Training

We use 3 channel (RGB) endoscopy images and correspond-
ing manually segmented images to train our model. The model is
trained with Adam optimizer and the base learning rate of 0.001

for the segmentation network and 0.00015 for the discrimina-
tor. We adopt “poly” learning rate policy as [47]. Momentum
is chosen to be 0.9 and weight decay term of 0.0005 used. We
use Pytorch [48] deep learning platform to perform our exper-
iments and the performance accuracy is calculated using the
performance matrices given in Table I, II and IV. All the mod-
els train with 2 NVIDIA GTX 1080Ti GPU and inference time
calculates on model prediction only excluding pre-processing
and augmentation part. Batch size and number of GPU keep 1
in the inference phase so that we can have a fair comparison of
speed.

IV. RESULTS

The comparison of our model with existing architecture for
binary, parts, and instruments wise segmentation is presented in
Table I-IV and Fig. 5 and 6. The visualization of binary seg-
mentation of robotic instruments from background tissues is
represented in Fig. 5. Our model is close to the ground truth
whereas there are false positive and true negatives in other ar-
chitectures. In Table I, we have evaluated performance metrics
for our segmentation architecture with and without adversarial
learning. It’s evident that using adversarial learning results in
better smoothens the class probabilities over the large region
by enforcing spatial consistency. Table II is the comparison of
different models for the binary prediction on the testing data
set. Our model achieves Dice and Hausdorff of 0.916 and 11.11
respectively which is almost a human level performance. This is
the best results reported in literature up to now. In Table III, we
provide a comparison of time for prediction, training parame-
ters and memory required. Though LinkNet [31] has shown the
fastest model, but our model performs better in terms of accu-
racy(see the Table II ). ICNet [36] requires minimum memory
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and number of parameters to train, but it also shows lower ac-
curacy in parts and instruments segmentation (see Table V). In
Table IV, we present the results for binary, parts and instrument
segmentation and we have visualized using Fig. 6. There are
only 4 instruments (in total 7) used in the testing videos which
could be the reason behind the lower segmentation accuracy
of instrument categories. By investing dataset, we find that the
missing instruments (Large Needle Driver and Prograsp For-
ceps) in the testing set are dominating the training sequences.
LinkNet demonstrates competitive performance in all three seg-
mentation types with the proposed model. Though UNet and
ICNet also perform well in binary segmentation, they work
poorly in parts and instruments segmentation. Overall, with the
fps of 147.83 and best segmentation accuracy in binary, parts,
and instruments segmentation our model has a clear edge over
existing architectures.

A. Branch Analysis

We calculate the speed and accuracy in our auxiliary branch
and compare with the main branch. Table V compares the fps and
Dice scores of both branches in binary, parts, and instruments
wise segmentation. It requires 8x upsample of auxiliary feature
maps to measure performance with original ground-truth. As
MEFF is fusing master branch features with the auxiliary branch,
hence it has almost similar performance as a master branch but
faster inference time. It can be a trade-off to auxiliary branch
instead of the main branch if it needs higher speed.

V. DISCUSSION AND CONCLUSION

In this work, we present a real-time robotic instrument seg-
mentation method based on pixel level semantic segmentation.
We propose a multi-resolution feature fusion (MFF) module
which can fuse the feature maps with different dimensions
and channels. We also adopt spatial pyramid pooling by re-
placing concatenation operation with summation which ensures
the multi-scale contextual features without increasing trainable
parameters. We choose an auxiliary branch to extract low-
resolution features and provides auxiliary loss to optimize model
training. Our adversarial training scheme improves the predic-
tion accuracy by detecting and correcting higher order incon-
sistencies. We compare the real-time performance of our model
with the existing state of the art models in terms of segmentation
accuracy and inference speed. However, we trade-off between
the speed with accuracy to design an optimized model archi-
tecture. Sometimes, we use a decoder or deconvolution layer
instead of an up-sampling layer which increases the trainable
parameters and model complexity. Hence, our model requires
higher trainable parameters and slower comparing to LinkNet
and UNet. On the other hand, we replace the concatenation op-
eration with summation and tune the kernel size and number
to maintain a light-weight architecture. However, there are still
limitations in our model. Case 5 (failure) in Fig. 5 appears false
positives (light reflection) and false negatives (instruments) in
the prediction of all the models. Moreover, in Table 1V, it is
clear that all the models perform poorly in the segmentation on
instrument category. These can be improved by doing further
investigation.
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Moreover, Surgical scene understanding in robot-assisted
surgery includes the segmentation of tissue as well as in-
struments. The experimental results suggest that the proposed
method is highly optimized for robotic instrument segmenta-
tion and can also be applied in tissue segmentation. Thus, our
work has incorporated substantial innovations as compared to
previous findings and provides a baseline for future work on
real-time surgical guidance and robot-assisted surgeries.

REFERENCES

[1] L. Wu, X. Yang, K. Chen, and H. Ren, “A minimal poe-based model
for robotic kinematic calibration with only position measurements,” /EEE
Trans. Autom. Sci. Eng., vol. 12, no. 2, pp. 758=763, Apr. 2015.

[2] C. Freschi, V. Ferrari, F. Melfi, M. Ferrari, E. Mosca, and A. Cuschieri,
“Technical review of the da Vinci surgical telemanipulator,” Int. J. Med.
Robot. Comput. Assisted Surgery, vol. 9, no. 4, pp. 396406, 2013.

[3] J. C.-Y. Ngu, C. B.-S. Tsang, and D. C.-S. Koh, “The da Vinci XI: A
review of its capabilities, versatility, and potential role in robotic colorectal
surgery,” Robot. Surgery, Res. Rev., vol. 4, pp. 77-85, 2017.

[4] Z. Li, L. Wu, H. Yu, and H. Ren, “Kinematic compari-
son of surgical tendon-driven manipulators and concentric tube
manipulators,” Mech. Mach. Theory, vol. 107, pp. 148-165,
2017. [Online]. Available: http://www.sciencedirect.com/science/article/
pii/S0094114X16302580

[5] C. Nadeau, H. Ren, A. Krupa, and P. E. Dupont, “Intensity-based visual

servoing for instrument and tissue tracking in 3D ultrasound volumes,”

IEEE Trans. Autom. Sci. Eng., vol. 12, no. 1, pp. 367-371, Jan. 2015.

B. Hannaford et al., “Raven-1I: An open platform for surgical robotics

research,” IEEE Trans. Biomed. Eng., vol. 60, no. 4, pp. 954-959, Apr.

2013.

A. Devreker et al., “Fluidic actuation for intra-operative in situ imaging,”

in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst., 2015, pp. 1415-1421.

[8] G. Dwyer et al., “A continuum robot and control interface for surgical
assist in fetoscopic interventions,” IEEE Robot. Autom. Lett., vol. 2, no. 3,
pp. 1656-1663, Jul. 2017.

[9] S. Song, Z. Li, H. Ren, and H. Yu, “Shape reconstruction for
wire-driven flexible robots based on Bezier curve and electro-
magnetic positioning,” Mechatronics, vol. 29, no. 99, pp. 28—
35, 2015. [Online]. Available: http://www.sciencedirect.com/science/
article/pii/S0957415815000689

[10] H. Ren, N. V. Vasilyev, and P. E. Dupont, “Detection of curved robots
using 3D ultrasound,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst.,
2011, pp. 2083-2089.

[11] H. Ren and M. Q.-H. Meng, “Rate control to reduce bioeffects in wire-

less biomedical sensor networks,” in Proc. 3rd Annu. Int. Conf. Mobile

Ubiquitous Syst. Workshops, Jul. 2006, pp. 1-7.

Y. Sun, S. Song, X. Liang, and H. Ren, “A miniature soft robotic ma-

nipulator based on novel fabrication methods,” IEEE Robot. Autom. Lett.,

vol. 1, no. 2, pp. 617-623, Jul. 2016.

[13] C. Doignon, F. Nageotte, and M. De Mathelin, “Segmentation and guid-

ance of multiple rigid objects for intra-operative endoscopic vision,” in

Dynamical Vision. Berlin, Germany: Springer, 2007, pp. 314-327.

S. Speidel, M. Delles, C. Gutt, and R. Dillmann, “Tracking of instruments

in minimally invasive surgery for surgical skill analysis,” in Proc. Int.

Workshop Med. Imag. Virtual Reality, 2006, pp. 148-155.

[15] J. Zhou and S. Payandeh, “Visual tracking of laparoscopic instruments,”
J. Autom. Control Eng., vol. 2, no. 3, pp. 234-241, 2014.

[16] R.Sznitman, R. Richa,R. H. Taylor, B. Jedynak, and G. D. Hager, “Unified
detection and tracking of instruments during retinal microsurgery,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. 35, no. 5, pp. 1263-1273, May
2013.

[17] N.Rieke et al., “Real-time localization of articulated surgical instruments

in retinal microsurgery,” Med. Image Anal., vol. 34, pp. 82—100, 2016.

Y.-H. Su, K. Huang, and B. Hannaford, “Real-time vision-based surgical

tool segmentation with robot kinematics prior,” in Proc. Int. Symp. Med.

Robot., 2018, pp. 1-6.

[19] D. Bouget, R. Benenson, M. Omran, L. Riffaud, B. Schiele, and P. Jannin,
“Detecting surgical tools by modelling local appearance and global shape,”
IEEE Trans. Med. Imag., vol. 34, no. 12, pp. 2603-2617, Dec. 2015.

[20] Z.Pezzementi, S. Voros, and G. D. Hager, “Articulated object tracking by
rendering consistent appearance parts,” in Proc. IEEE Int. Conf. Robot.
Autom., 2009, pp. 3940-3947.

[6

=

[7

—

[12]

[14]

[18]


http://www.sciencedirect.com/science/article/pii/S0094114X16302580
http://www.sciencedirect.com/science/article/pii/S0094114X16302580
http://www.sciencedirect.com/science/article/pii/S0957415815000689
http://www.sciencedirect.com/science/article/pii/S0957415815000689

ISLAM et al.: REAL-TIME INSTRUMENT SEGMENTATION IN ROBOTIC SURGERY

[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

[32]

[33]

[34]

S. Bakas et al., “Identifying the best machine learning algorithms for
brain tumor segmentation, progression assessment, and overall survival
prediction in the BRATS challenge,” 2018, arXiv:1811.02629.

M. Islam and H. Ren, “Multi-modal pixelnet for brain tumor segmenta-
tion,” in Proc. Int. Med. Image Comput. Comput. Assisted Intervention
Brainlesion Workshop, 2017, pp. 298-308.

S. Winzeck et al., “ISLES 2016 and 2017—Benchmarking ischemic
stroke lesion outcome prediction based on multispectral MRI,” Fron-
tiers Neurol., vol. 9, 2018. [Online]. Available: https://www.ncbi.nlm.nih.
gov/pmc/articles/PMC6146088/

K. Kamnitsas et al., “Efficient multi-scale 3D CNN with fully connected
CREF for accurate brain lesion segmentation,” Med. Image Anal., vol. 36,
pp. 61-78, 2017.

A. Wu, Z. Xu, M. Gao, M. Buty, and D. J. Mollura, “Deep vessel tracking:
A generalized probabilistic approach via deep learning,” in Proc. [EEE
13th Int. Symp. Biomed. Imag., 2016, pp. 1363-1367.

T. Terunuma, A. Tokui, and T. Sakae, “Novel real-time tumor-contouring
method using deep learning to prevent mistracking in x-ray fluoroscopy,”
Radiol. Phys. Technol., vol. 11, no. 1, pp. 43-53, 2018.

Z.Zhao, S. Voros, Y. Weng, F. Chang, and R. Li, “Tracking-by-detection
of surgical instruments in minimally invasive surgery via the convolutional
neural network deep learning-based method,” Comput. Assisted Surgery,
vol. 22, no. S1, pp. 26-35, 2017.

Z. Chen, Z. Zhao, and X. Cheng, “Surgical instruments tracking based on
deep learning with lines detection and spatio-temporal context,” in Proc.
Chin. Autom. Congr., 2017, pp. 2711-2714.

L. C. Garcia-Peraza-Herrera et al., “ToolNet: Holistically-nested real-
time segmentation of robotic surgical tools,” in Proc. IEEE/RSJ Int. Conf.
Intell. Robots Syst., 2017, pp. 5717-5722.

D. Pakhomov, V. Premachandran, M. Allan, M. Azizian, and N. Navab,
“Deep residual learning for instrument segmentation in robotic surgery,”
2017, arXiv:1703.08580.

A. Shvets, A. Rakhlin, A. A. Kalinin, and V. Iglovikov, “Automatic in-
strument segmentation in robot-assisted surgery using deep learning,” in
Proc. IEEE 17th Int. Conf. Mach. Learn. Appl. (ICMLA), pp. 624-628,
2018.

A. Chaurasia and E. Culurciello, “LinkNet: Exploiting encoder repre-
sentations for efficient semantic segmentation,” in Proc. IEEE Conf. Vis.
Commun. Image Process., 2017, pp. 1-4.

I. Laina er al., “Concurrent segmentation and localization for tracking of
surgical instruments,” in Proc. Int. Conf. Med. Image Comput. Comput.-
Assisted Intervention, 2017, pp. 664—672.

L. C. Garcia-Peraza-Herrera et al., “Real-time segmentation of non-rigid
surgical tools based on deep learning and tracking,” in Proc. Int. Workshop
Comput.-Assisted Robot. Endoscopy, 2016, pp. 84-95.

[35]

[36]

[37]

[38]

[39]

[40]
[41]

[42]

[43]

[44]

[45]

[46]
[47]

(48]

[49]

[50]

2195

H. Al Hajj, M. Lamard, P.-H. Conze, B. Cochener, and G. Quellec, “Mon-
itoring tool usage in surgery videos using boosted convolutional and re-
current neural networks,” Med. Image Anal., vol. 47, pp. 203-218, 2018.
H. Zhao, X. Qi, X. Shen, J. Shi, and J. Jia, “ICNet for real-time seman-
tic segmentation on high-resolution images,” in Proc. European Conf.
Comput. Vision (ECCV), 2018, pp. 405-420.

A. Paszke, A. Chaurasia, S. Kim, and E. Culurciello, “ENet: A deep
neural network architecture for real-time semantic segmentation,” 2016,
arXiv:1606.02147.

F. N. Iandola, S. Han, M. W. Moskewicz, K. Ashraf, W. J. Dally, and K.
Keutzer, “SqueezeNet: AlexNet-level accuracy with 50 x fewer parame-
ters and <0.5 MB model size,” 2016, arXiv:1602.07360.

H.-C. Shin et al., “Medical image synthesis for data augmentation and
anonymization using generative adversarial networks,” in Proc. Int. Work-
shop Simul. Synthesis Med. Imag., 2018, pp. 1-11.

P. Luc, C. Couprie, S. Chintala, and J. Verbeek, “Semantic segmentation
using adversarial networks,” NIPS Workshop Adversarial Training, 2016.
F. Zhao, J. Wang, Y. Wu, and M. Tang, “Adversarial deep tracking,” IEEE
Trans. Circuits Syst. Video Technol., p. 1, 2018.

“MICCAI 2017 endoscopic vision challenge: Robotic instrument seg-
mentation sub-challenge.” [Online]. Available: https://endovissub2017-
roboticinstrumentsegmentation.grand-challenge.org/

K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770-778.

H. Zhao, J. Shi, X. Qi, X. Wang, and J. Jia, “Pyramid scene parsing
network,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2017,
pp. 2881-2890.

W.-C. Hung, Y.-H. Tsai, Y.-T. Liou, Y.-Y. Lin, and M.-H. Yang, “Ad-
versarial learning for semi-supervised semantic segmentation,” 2018,
arXiv:1802.07934.

M. Allan et al.., “Robotic Instrument Segmentation Challenge.” 2019,
arXiv preprint arXiv:1902.06426

L.-C. Chen, G. Papandreou, F. Schroff, and H. Adam, “Rethinking atrous
convolution for semantic image segmentation,” 2017, arXiv:1706.05587.
A. Paszke et al, “Automatic differentiation in pytorch,” in Proc.
Conf. Neural Inf. Process. Syst. Workshop, 2017. [Online]. Available:
https://openreview.net/forum?id=BJJsrmfCZ

O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks
for biomedical image segmentation,” in Proc. Int. Conf. Med. Image Com-
put. Comput.-Assisted Intervention, 2015, pp. 234-241.

V.Iglovikov and A. Shvets, “TernausNet: U-Net with VGG11 encoder pre-
trained on imagenet for image segmentation,” 2018, arXiv:1801.05746.


https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6146088/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6146088/
https://endovissub2017-roboticinstrumentsegmentation.grand-challenge.org/
https://endovissub2017-roboticinstrumentsegmentation.grand-challenge.org/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


