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Abstract
A vital research concern for a personalised recommender system is to target items in the long tail. Studies have shown that sales of
the e-commerce platform possess a long-tail character, and niche items in the long tail are challenging to be involved in the recommen-
dation list. Since niche items are defined by the niche market, which is a small market segment, traditional recommendation algorithms
focused more on popular items promotion and they do not apply to the niche market. In this article, we aim to find the best users for
each niche item and proposed a topic-based hierarchical Bayesian linear regression model for niche item recommendation. We first
identify niche items and build niche item subgroups based on descriptive information of items. Moreover, we learn a hierarchical
Bayesian linear regression model for each niche item subgroup. Finally, we predict the relevance between users and niche items to
provide recommendations. We perform a series of validation experiments on Yahoo Movies dataset and compare the performance of
our approach with a set of representative baseline recommender algorithms. The result demonstrates the superior performance of
our recommendation approach for niche items.
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1. Introduction

Recommender systems [1] mediate information overload problem associated with finding relevant items to users.

Traditional recommendation algorithms used in such systems focus more on gaining high accuracy in general [2,3] and

have overlooked user-level satisfaction. Accuracy-based recommendation algorithms, that is, collaborative filtering rec-

ommendation algorithms [4,5] and matrix factorisation techniques [6], often suggest items which are popular among

users and ignore items which are less popular. Recent studies have focused on other evaluation metrics including diver-

sity [7,8] and serendipity [9,10] to evaluate how good the recommendations are [11]. It is important to dig out niche pre-

ferences of users in order to achieve high level of user satisfaction. The phenomena of ‘Long-tail’ in the item

recommendation context were introduced by Anderson [12] to handle recommendation of less popular items based on

users’ niche preferences.

Long-tail items are less popular items that have very few ratings and belong to the tail of the sales distribution. Long-

tail recommendation has gained wide research attention recently and consists of diverse recommendation algorithms for

discovering long-tail items. Wang et al. [13] proposed a multi-objective evolutionary algorithm to recommend accurate

and unpopular items through trade-off accuracy and novelty. However, the niche items which are a specific class of long-

tail items have been overlooked in the item recommendation literature. The study by Wang et al. [14] did not distinguish

niche items and long-tail items. Niche items are defined by its niche market and item features aimed at satisfying specific

market needs, such as craft beer and left-hand mouse. Thus, niche items refer to less popular items which are similar to

long-tail items. Previous research [15] suggests that niche items are the resultant of special tastes and habits of consumer

and thus have better quality and higher rating than general long-tail items. Therefore, a niche item can be discovered

based on the popularity and rating.

Since niche items are defined by its niche market which represents potential incoming, the niche market has been con-

sidered as an important competitive market [16]. Niche marketing strategy can be considered as an excellent approach

for specialised companies to develop niche items to satisfy specific market needs [17–19]. As niche marketing strategy

is to find a potential user group for each niche item, niche item recommendation should focus more on users who need

niche items; but, traditional recommendation techniques provide the recommendation list for each user, which is not

effective for niche item recommendation. In order to achieve niche item recommendation effectively, we should find a

new recommendation approach which forms a niche item perspective.

As niche items receive few ratings, it can cause sparsity problems which were overlooked by traditional recommenda-

tion techniques. Traditional recommendation algorithm usually added other associated information to alleviate sparsity

problem [20,21]. Other methods such as the hierarchical Bayesian model is also used to alleviate sparsity problem

through sharing information among items [22,23]; but, there are various types of items which have different rating pattern

and popularity. Item information may not be consistent in each corresponding type. The inconsistent information will

impair the performance of the hierarchical Bayesian model [24], thus directly sharing information among all items may

harm the niche item recommendation. Sparsity problem restricts the effectiveness of the niche item recommendation.

In order to address the above-mentioned issues, this article proposes a topic-based hierarchical Bayesian linear regres-

sion (THBLR) model for niche item recommendation. The proposed method first distinguishes the popular items, long-

tail items and niche items with the aim of identifying the best users for a given niche item based on their relevance. In

order to alleviate sparsity problem in niche item recommendation, we build a niche item subgroup for each niche item

and formulate a hierarchical Bayesian linear regression (HBLR) model for each niche item subgroup to share informa-

tion among items. Thus, the sparsity in niche items subgroup is greatly reduced compared with the sparsity in whole U-I

rating matrix, and sharing information among items in niche item subgroup adds value in increasing effectiveness for

niche item recommendation.

The main contributions of this work can be summarised as follows:

1. We distinguish the popular items, long-tail items and niche items and proposed a method for niche item recom-

mendation which is better applied to the niche market.

2. We utilise the latent Dirichlet allocation (LDA) model to find the items which have the same topic with the niche

item and build a niche item subgroup for each niche item.

3. We build a HBLR model for each niche item subgroup to share information among items in the same subgroup

to alleviate the sparsity problem in niche item recommendation.

The rest of this article is structured as follows. Section 2 introduces related work. Section 3 describes the proposed

THBLR model in detail. Section 4 presented the experimental settings and results. Finally, in section 5, we provided the

conclusion and the future work.
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2. Related work

A niche market is a small market segment made up of a small group of users who need the niche item. The companies

that develop niche items are specialised firms which design a separate marketing plan for each niche item [16,17]. Since

the mass market company achieves high yields, whereas the specialised company achieves high margins [15], it is

important to implement a niche marketing strategy for the specialised company. Traditional recommendation algorithms

usually employ ratings to design recommendation system to provide users with items. Thus, the personalised recommen-

dation technology for niche items can be used as niche marketing strategy. First, the concept of the niche market and

niche marketing strategy are presented in detail. Then, we present a comprehensive review on recommendation system

literature regarding long-tail items and niche items.

2.1. Niche market and niche marketing strategy

The niche items are defined by its niche market and aimed at satisfying the market needs from the specific user groups.

Since niche items represent potential incoming, it is important to implement an efficient niche marketing strategy for the

specialised company [25].

Michaelson [26] defines that niche marketing strategy is to find a small group of users with similar needs. The tradi-

tional marketing strategy for niche item is mainly for specific niche item. Wu et al. [27] proposed that niche tourism was

a new way of personalised tourism which described the characteristics of a small group of tourists with similar desires.

Murray and O’Neill [28] proposed that craft beer market was a niche market to meet the needs of craft beer lovers. As

marketing strategy for niche item mainly depends on the nature of niche item [27–29], only few marketing strategies are

available for niche marketing. Thus, there is a lack of intelligent methods for niche marketing strategy.

2.2. Recommender systems for niche items

The traditional recommendation algorithm is used to provide users with items that suit their needs. Most widely used

recommender algorithms are content-based recommendation algorithms [30], collaborative filtering recommendation

algorithms [31] and hybrid recommendation algorithms [32]. The content-based recommendation algorithms suggest

items similar with those rated by the users based on the attributes of items. The collaborative filtering recommendation

algorithms suggest items preferred by users who are similar to the target users based on the user–item interaction infor-

mation. The hybrid recommendation algorithms combine content-based recommendation algorithms and collaborative

filtering recommendation algorithms in order to overcome their limitations. Traditional recommendation algorithms

mainly focused on accuracy which provide users with popular items, thus did not apply to the niche market. An efficient

intelligent recommendation algorithm is particularly important for niche marketing strategy.

However, little research exists on recommendation algorithms for niche items. Wang et al. [14] proposed a pattern-

based method to recommend both popular and niche items flexibly, but fail to distinguish niche items from long-tail

items. For niche items, since fewer ratings are available, researchers have focused on the long-tail item recommendation.

Traditionally, recommendation techniques for long-tail items have different ways for increasing long-tail items in the rec-

ommendation list. There are two main types of recommendation algorithms for long-tail items. The first category is the

multi-objective optimisation recommendation algorithms which optimise multiple goals such as accuracy and diversity

and other goals simultaneously to promote the long-tail items in the recommendation process. Shi [33] proposed a graph-

based recommendation algorithm to promote the long-tail items with trade-off among accuracy, diversity, similarity and

long tail. Wang et al. [13] proposed a novel multi-objective evolutionary algorithm to recommend accurate and unpopular

items considering accuracy and novelty simultaneously. The other type of recommendation algorithms increases the

long-tail items in the recommendation list directly, which divides the items into popular items and long-tail items and

treats these two items separately. For example, Johnson and Ng [34] recommended long-tail items to users based on the

tripartite graph and Markov process. Yin et al. [35] proposed a graph-based algorithm to find long-tail items preferred by

users which extended Hitting Time and Absorbing Time algorithm.

Traditional long-tail recommendation technique is to provide the recommendation list for each user with more long-

tail items. However, niche item recommendation is different from long-tail recommendation and it is mainly to find the

latent users for each niche item. Furthermore, these algorithms fail to consider the sparsity problem as well.

Niche item recommendation needs to alleviate the sparsity problem to a greater extent than traditional recommenda-

tion algorithms. In order to address this gap, we develop a THBLR models to alleviate the sparsity problem in niche item

recommendation. For each niche item, we provide a recommended user list which has the most top relevance with target

niche items. This approach caters to the niche marketing strategy because it can find the latent users for each niche item.
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3. Niche item recommendation algorithm

The proposed THBLR model for niche item recommendation is shown in Figure 1. From the perspective of niche items,

we aim to find best users for each niche item. We first distinguish the popular items, long-tail items and niche items and

build a niche item subgroup for each niche item based on descriptive information of items. Each niche item subgroup

contains the target niche item and other items which have the same topic with the target niche item. Then, we formulate

a HBLR model for each niche item subgroup to share information among items. Finally, we predict the relevance

between the users and each niche item and provide each niche item with a user list that has the most top relevance with

niche items. The THBLR models are developed using the likelihood optimising via the expectation–maximisation (EM)

algorithm.

The task of the niche item recommendation system is to recommend a ranked list of users that are relevant to niche

item. For each niche item, the recommendation system generates a model based on the items’ history. To make a clear

description of our recommendation model, the notations used in the text are presented in Table 1.

3.1. Niche items subgroup identification

Initially, we distinguish the popular items, long-tail items and niche items. We can argue that the items belong to the head

of the sales distribution represent the set of the popular items and the items belong to the tail of the sales distribution con-

form the set of the long-tail items. We select niche items from a subset of long-tail items, while niche item also receives

few ratings just like long-tail items, but they exhibit better quality and higher rating than the long-tail items. Therefore,

items which are gaining ratings higher than the average rating of all long-tail items are considered as niche items.

For each niche item, we constructed a niche item subgroup which contains items which have the same topic with the

target niche item. In this article, we utilised the LDA model to find items which have the same topic with the target niche

item. The LDA model [36] is a generative probabilistic model. We consider the descriptive information (synopsis) of

items as the document and utilise the synopsis information of items to obtain the topic distribution of items based on

LDA model.

Since we get the topic distribution θm of each item m based on LDA model, we sample a topic from the distribution

of item m as the topic which belongs to the item. Thus, we can randomly select an item list including items which have

the same topic with each niche item. As the different number of topics could result the different topic distribution of

items, and the topic to which items belong is also changed, items to be included in the niche item subgroups will also

vary. Therefore, we conducted experiments with a different number of topics to obtain the best number of topics. In

addition, we also obtain user feature vector based on the topic distribution of items the user rated.

Figure 1. The framework of topic-based hierarchical Bayesian linear regression model.

Liu et al. 4

Journal of Information Science, 2018, pp. 00–00 � The Author(s), DOI: 10.1177/0165551518782831



3.2. THBLR models and parameter learning

The hierarchical Bayesian models [22] have been widely used in information retrieval applications. HBLR models,

which are one of the simplest hierarchical Bayesian models, have been used in recommendation system and achieved

good performance [37]. Figure 2 shows the graphical representation of dependency of items in a topic-based hierarchical

Bayesian model for niche item recommendation. In this graph, the items in niche item subgroup containing niche item n

form a HBLR model, and a set of data associated with item m is represented by a set Dm. The item model parameter is

represented by a vector ωm. Then, the relevant y between user u and item m can be predicted through the user feature

vector xu and a given estimation of parameter ωm using a function y = f(xu, ωm). One commonly used Bayesian linear

regression model is y = ωTx + ε, where ε is a random noise, ε ∼ N(0, σ2). Assume that the model parameters ωm of

item m which is also the regression coefficient of the Bayesian linear regression model is an independent draw from a

prior distribution P(ω|f). Since one commonly used prior distribution for Bayesian linear regression models is the

Gaussian distribution, we set the prior distribution of ωm be a Gaussian distribution with parameter φ = (μ, �).

We assume the prior distribution of μ be a Gaussian distribution and the prior distribution of � which is a covariance

matrix be an inverse Wishart distribution. Then, we can build a hierarchical Bayesian model to share information among

Table 1. Notation.

Notation Description

M Number of items
V Number of users
N Number of niche items
Jn Item list whose topic similar to niche item n
Um Number of users who rates item m
m The index of items
n The index of niche items
u The index of users
ωm The item model parameter associated with item m is a K-dimensional vector
φ The prior of parameter φ = (μ, �)
μ The mean of the Gaussian distribution
Σ The covariance matrix of the multivariate Gaussian distribution
ε Random noise
σ Standard deviation over all ratings
Dm A set of data associated with item m, Dm = {(xu, ym, u)}
xu X is the user feature matrix, and xu ∈ X is the K-dimensional feature vector representing the user u
ym, u The relevance between user u and item m
θm Distribution over topics for item m
a, b Real numbers

Figure 2. Illustration of dependencies of items in the topic-based hierarchical Bayesian model.
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items through the prior distribution of �. We can reliably estimate the regression coefficients ωm of each item m through

sharing information among items in the same subgroup based on the prior φ = (μ, �). Thus, we can alleviate the spar-

sity problem in niche item recommendation through the HBLR model. The conjugate prior distribution μ and � can be

expressed as

p(μ,�2)=N (μjμ0, a�2)IW (�2jb, �2
0) ð1Þ

where a, b, μ0 and �2
0 are provided to the system.

With these settings, we have the following sampling process for the HBLR model.

1. � is sampled randomly first from an inverse Wishart distribution:
P ∼ IW (b, �2

0
); μ is sampled randomly after

� is observed from a Gaussian distribution: μ∼N (μ
0
, a�2).

2. For each item m, ωm is sampled randomly from a Gaussian distribution: ωm ~ N(μ, �2).

3. For each user u, ym, u is sampled randomly from a Gaussian distribution: ymu ∼N(ωT
mxu, σ

2).

The joint likelihood distribution for all the variables in the HBLR model is

P(D, ω, μ,�, σ)=P(μ,�)P(σ)
QJnj j+ 1

m= 1

P(ωmjμω,�ω)
QUm

u= 1

P(ym, ujxu, ωm, σ)

� �
ð2Þ

The regression coefficients ω of each item model in the topic-based Bayesian linear regression models are not directly

visible, and only associated data D are observed. Therefore, the regression coefficients ω of each item model need to be

estimated. It is easy to find the optimal ω of each item model when the conjugate priorφ = (μ, �) is known. The maxi-

mum a priori solution of φ is given by

’MAP = arg max
’

P(’jD)= arg max
’

Ð
ω

P(Djω,’)P(ωj’)P(’)dω ð3Þ

However, finding the optimal solution of φ is not easy. Since the EM algorithm [38] is an iterative method for para-

meter learning, which is a commonly used method due to its convergence guarantee, we learn the HBLR model via the

EM algorithm. We build a HBLR model for each niche item. For each niche item n, there are |Jn| + 1 items containing

target niche item in a HBLR model. The regression coefficients ωm of each item m in Bayesian linear regression model

is the unobservable hidden variables and we have the likelihood of complete data as

P(y, ωjx, μ,�, σ)= QjJnj+ 1

m= 1

(P(ωmjμω,�ω)
QUm

u= 1

P(ym, ujxu, ωm, σ)) ð4Þ

and the log-likelihood of complete data is

ln P(y, ωjX , μ,�, σ)= PjJnj+ 1

m= 1

( ln P(ωmjμω,�ω)+ PUm

u= 1

ln P(ym, ujxu, ωm, σ)) ð5Þ

The corresponding expectation is

Q=E( ln P(y, ωjX , μ,�, σ))=
XjJnj+ 1

m= 1

�K +Um

2
ln (2p)� Um

2
ln (σ2)� 1

2
ln (�2

ω)

� �

� 1
2σ2 E

PjJnj+ 1

m= 1

PUm

u= 1

(ym, u � ωm
T xu)

2

 !
� 1

2
E

PjJnj+ 1

m= 1

(ωm � μω)T (�2
ω)
�1

(ωm � μω)

 ! ð6Þ

Based on the EM formulas presented by Yu et al. [39], we find the optimal hyperparameters through the following

EM steps.

E steps: Estimate the regression coefficients ωm of each item m in Bayesian linear regression model

P(ωmjD,’)=N ( �ωm, �
2
ωm

) based on the prior φ
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�ωm = (�2
ω)
�1 + 1

σ2

PUm

u= 1

xuxT
u

� ��1

1
σ2

PUm

u= 1

xuym, u + (�2
ω)
�1
μω

� �
ð7Þ

�2
ωm

= �2
ω

� ��1 + 1
σ2

PUm

u= 1

xuxT
u

� ��1

ð8Þ

M step: Optimise the prior φ and parameter σ based on the last E step

μω = 1
jJnj+ 1

PjJnj+ 1

m= 1

�ωm ð9Þ

�2
ω = 1

jJnj+ 1

PjJnj+ 1

m= 1

�2
ωm

+ (�ωm � μω)( �ωm � μω)T
� 	

ð10Þ

σ2 = 1PjJn j+ 1

m= 1

Um

PjJnj+ 1

m= 1

PUm

u= 1

(ym, u � ωm
T xu)

2 ð11Þ

The EM algorithm keeps alternating between the E step and M step until the value obtained in two successive iteration

steps is less than the threshold γ. In our experiments, γ is 10–5.

3.3. Top-N recommendation with the THBLR model

We have learned a THBLR model for each niche item. In this section, we describe how to find best users for each niche

item.

Since we obtained the parameters ωm and σ of the HBLR models for each niche item m via EM algorithm, we can

sample ym, u randomly from a Gaussian distribution ym, u ∼ N(ωm
Txu, σ

2) based on each user feature vector xu.

Therefore, we can get the relevance of all users for niche items and commonly the users who having top relevance are

the best users for niche items; thus, we provide each niche item with recommendation for users that have the most top

relevance with niche items.

4. Experimental results

In order to evaluate the effectiveness of our proposed method, we conduct a series of experiments. We describe the

experimental settings in detail and analyse the results.

4.1. Data description

Our experiments are performed on Yahoo Movies dataset. Yahoo Movies dataset is a movie rating dataset provided by

the Yahoo Research Alliance Webscope programme. It contains 221,367 ratings from 7642 users on 11,916 movies, each

movie has corresponding descriptive information (synopsis), and each rating had five possible values, ranging from 1

(not relevant) to 5 (very relevant). Due to the data sparsity, we filtered out a subset of the dataset via the following two

criteria, one for each movie that has been rated by at least five users and another one for each user that has rated at least

20 movies. The statistics of our experimental dataset is shown in Table 2.

The experimental dataset was divided into training subset and test subset. We included the 80% of each item’s ratings

in the training subset and the rest 20% of each item’s ratings in the test subset while following Valcarce et al. [40].

We chose the long-tail items and niche items as follows.

Since long-tail items are less popular items that have very few ratings and belong to the tail of the sales distribution,

we selected a proportion (e.g. 80%) of least rated items as the long-tail items. We use a fixed threshold c, and then, a set

of long-tail items can be selected with less than c ratings

I1 = m∈ I jpm < cf g ð12Þ

where I is the set of all items, I1 is a set of long-tail items, and pm is the number of users who rated item m.
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We selected niche items from a subset of long-tail items, while niche item also receives few ratings just like long-tail

items, but it has better quality and higher rating than long-tail items. Therefore, we selected niche items from the long-

tail items which have a higher average rating than the average rating of all long-tail items. We also used a fixed threshold

d based on the average rating of all long-tail items, and then, we can select a set of niche items I2 that have higher than

average rating d

I2 = m∈ I1jqm > df g ð13Þ

where I2 is a set of niche items and qm is the average rating of item m.

4.2. Benchmark methods

We compared our proposed algorithm with benchmark methods to assess the performance of our proposed THBLR mod-

els. Since no specific algorithm exists for niche item recommendation from the perspective of niche items we proposed,

we had to use standard collaborative filtering algorithms from the state of the art, including item-based collaborative fil-

tering recommendation algorithm [5] (CF_Item), probabilistic matrix factorisation (PMF) [41] and traditional HBLR

model [22]. We describe the baselines in the following:

Item-based collaborative filtering (CF_Item): This method calculates the similarity between items and then recom-

mends items to the target user based on the prediction ratings. In this article, we use Pearson correlation to compute

the similarity between items.

PMF: This method computes the factorisation of the ratings matrix which adopts a probabilistic model with

Gaussian distribution.

HBLR Model: This method borrows information from other users through the use of a Bayesian hierarchical model,

and the relevance between users and items is sampled randomly from a linear regression model.

We adapted those algorithms to niche item recommendation from the perspective of niche items although these meth-

ods are designed from the perspective of users. For recommending users to niche items, we generated a recommendation

list for each niche item. This list contains users with the largest predicted relevance.

4.3. Evaluation metric

In order to evaluate the performance of niche item recommendation system, we adopt precision and recall to evaluate

recommender methods from the perspective of niche items which means we provide a recommended list containing users

which have the most top relevance with niche items for each target niche items. The two measures are defined as

.

Precision= 1
I2j j
P

i∈ I2

lij j
L2

ij j ð14Þ

Recall= 1
I2j j
P
i∈ I2

lij j
L1

ij j
ð15Þ

where L1
i is the users in the test subsets who rated the niche item i, L2

i is the users in recommendation list for niche item i,

and li is the users in recommendation list for niche item i who also in test subsets.

Table 2. Statistics of the Yahoo Movies dataset.

Raw dataset Experimental dataset

Number of users 7642 2878
Number of movies 11,916 3032
Total number of ratings 221,367 139,121
Average number per user 28 48
The sparsity (%) 99.8 98.4
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4.4. Experimental result and analysis

In this section, we first show the recommendation results of our THBLR. We identify the performance differences of

THBLR at different settings under the 80% proportion of long-tail items in all items. Then, we compare our results with

the results of the three benchmark methods with the 80% proportion of long-tail items in all items. We also compare the

recommendation results by considering different proportions including 50%, 60%, 70%, 80% and 90% of long-tail items.

4.4.1. Evaluation of THBLR at different settings. Our recommendation method considers the performance differences of

THBLR at two variants: number of topics and the number of items in each subgroup.

The number of topics is the variable in LDA model, while we utilise the synopsis information of items to obtain the

topic distribution of items based on LDA model. Since a different number of topics result in the different topic distribu-

tion of items, the items in the niche item subgroups are changed, and the user feature vector is changed too. Therefore,

we conducted experiments with a different number of topics to determine the best values.

The number of items in each subgroup has a great impact on the THBLR model. Since the sparsity in niche items

subgroup greatly reduced compared with the sparsity in whole U-I rating matrix, the different number of items in each

subgroup results in different degree of sparseness reduction and different size of information shared among items in each

niche group. Thus, we conducted experiments with different number of items in each subgroup to determine the best

values.

Figure 3 illustrates the recommendation performance from testing the two variants, in comparison with different num-

ber of topics and the different number of items in each subgroup. For the different number of topics, we compare the

recommendation results of our THBLR method with 10, 15, 20, 25, 30 and 35 topics. For the different number of items

in each subgroup, we compare the recommendation results of our THBLR method with the number of items at 20, 40,

60, 80, 100, 120, 140, 160, 180 and 200. The THBLR_10, THBLR_15, THBLR_20, THBLR_25, THBLR_30 and

THBLR_35 in Figure 3 represent our proposed THBLR under 10, 15, 20, 25, 30 and 35 topics, respectively. Moreover,

we evaluate those methods on a different number of items in each subgroup.

From the results of the experiment, it can be seen that the best recommendation performance is achieved at the num-

ber of topics is 25, and the number of items in each subgroup is 140. For the number of topics, we found that both small

(10 topics) and large (35 topics) values will cause the low recommendation performance. This is because when the num-

ber of topics is small, it easily leads to the problem of under fitting, and when the number of topics is large, it easily leads

to overfitting. For the number of items in each subgroup, we found that both small (20 items) and large (200 items) val-

ues in each subgroup will cause the low recommendation performance. This is because when the number of items in each

subgroup is small, the HBLR model for each subgroup cannot learn parameters accurately. When the number of items in

each subgroup is large, the topics of items in each subgroup vary greatly, and sharing information among those items

harm the niche item recommendation. Therefore, we compare our THBLR method with benchmark methods as the num-

ber of topics is 25 and the number of items in each subgroup is 140.

Figure 3. Evaluations on our THBLR method under different number of topics on different number of items in each subgroup.
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4.4.2. Comparison of our THBLR with the three benchmark methods. In this section, we compare the performance of

THBLR method with three benchmark methods using Yahoo Movies dataset. We designed our experiments with the

objective of recommending niche items. As our objective is to recommend niche items, we adopt precision and recall to

evaluate recommender methods from the perspective of niche items and optimise the parameters of all the recommenda-

tion algorithms from the perspective of niche items. We compute the precision and recall for different number of recom-

mended users ranging from 10 to 100 for each niche items. The recommendation performance of the THBLR with the

three benchmark methods is shown in Figures 4 and 5. From the results, we can see that the proposed THBLR method

has significantly higher precision and recall than CF_Item, PMF and HBLR, which indicates a better recommendation

performance. Comparing THBLR with HBLR, the former has higher precision and recall, which confirms that sharing

information among all items harms the recommendation performance. At the same time, comparing HBLR with

CF_Item and PMF, the former has higher precision and recall, which indicates that HBLR is more effective than

CF_Item and PMF in the sparsity environment. From these results, we can see that the best recommendation perfor-

mance appears at N = 10 for the THBLR and HBLR while other recommendation methods achieve the best recommen-

dation performance when N is bigger. Since the precision of the recommendation method should decrease with the

Figure 4. Comparison of the precision of THBLR with CF_Item, PMF and HBLR.

Figure 5. Comparison of the recall of THBLR with CF_Item, PMF and HBLR.
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increase in the number of recommended users, it can be seen that our proposed THBLR and HBLR have a better stabi-

lity for niche item recommendation.

4.4.3. Comparison on the different long-tail division. Since there is no public collection of studies that specifies the division

of long-tail items and popular items, we designed the experiments to compare our proposed THBLR with the baselines

under different long-tail division. As shown in Figure 6, a large proportion of movies in a market only generate a small

proportion of ratings. The long-tail items in the tail of the curve have low popularity. Table 3 shows the number of long-

tail items and niche items selected in the different long-tail division. While the proportion of long-tail items in all the

items is bigger, the more the number of long-tail items, and also the more the number of niche items. Thus, the dataset

containing niche items becomes sparser when the proportion of long-tail items in all the items is smaller. The recom-

mendation performance of the THBLR along with the baselines under different long-tail division is shown in Figure 7.

The values 0.5, 0.6, 0.7, 0.8 and 0.9 in the abscissa indicate that the proportion of long-tail items in all items is 50%,

60%, 70%, 80% and 90%, respectively. The results clearly indicate that the precision of the THBLR and the baselines

increased with the increment of the proportion of long-tail items in all items, and the THBLR outperforms the other

three recommendation methods CF_Item, PMF and HBLR with the different long-tail division.

5. Conclusion and future work

With the increase in the number of items in the market, more and more items in the sales distribution can bring high

profit. Niche items are the items aimed at satisfying specific market needs and sold in a niche market. It is important to

implement a niche marketing strategy for a specialised firm. However, research on recommender systems has not paid

much attention for the niche item recommendation. This article addressed an important problem in the recommender

systems domain by designing a strategy for these niche item recommendations. Based on the niche item features and the

niche marketing strategy, a new recommendation approach and evaluation metric from the perspective of niche items is

proposed. In the proposed methods, the problem of sparsity has been addressed via the THBLR models. Thus, this

research has important implications for researchers interested in niche market and recommendation systems. As potential

incoming and the return on investment of niche markets are bigger than the return on investment of mass markets, it is

Figure 6. The number of user ratings on movies.

Table 3. The number of long-tail items and niche items selected in different long-tail division.

The proportion of long-tail items in all items

50% 60% 70% 80% 90%

The number of long-tail items 1517 1820 2123 2426 2729
The number of niche items 845 1006 1193 1354 1505
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important to implement a niche marketing strategy. Since there is a lack of specific methods for niche marketing, this

article presents a practical way of deriving high-quality recommendations for niche items.

However, our work still has some limitations. The classification of popular items, long-tail items and niche items

should be verified by conducting more experiments. Moreover, we only use the U-I ratings matrix and movie descriptive

content information. Future works can utilise more information to distinguish niche items and improve the effectiveness of

niche item recommendation. In addition, other methods to obtain the niche item subgroup are another research direction.
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