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I. INTRODUCTION  

Identifying faults is a crucial element in the realm of 
preventive maintenance and the condition monitoring of 
transformers. For fault detection of transformers many 
different conventional or advanced techniques such as short 
circuit impedance measurement, vibration and sound 
analysis, frequency response analysis (FRA), dissolved gas 
analysis and  machine learning or deep learning have been 
used. Offline methods of fault detection are being 
experimented since faults can be detected at the earliest 
stages, the detection process does not disrupt power supply. 
By using feature extraction of the fault current waveform, the 
performance of the fault detection algorithm can be 
improved, and the accuracy of fault discrimination can be 
increased. 

The purpose of this study is to evaluate the use of feature 
extraction of current in fault transformers using wavelet 
transform in order to enhance the effectiveness of the fault 
detection in transformers. A simulated PSCAD model 
derived using lumped parameter network in [1] is used for the 
generation of different types of faults and obtaining their fault 
current waveforms for feature extraction. 

 

II. LITERATURE REVIEW 

Numerous techniques have been employed for feature 
extraction in research studies related to power systems. As 
noted in [2], one frequently utilized signal processing method 
is the wavelet transform, which enables the extraction of both 
high and low-frequency components from signals. In this 
context, it has been applied to extract features from zero 
sequence currents. The selection of a specific wavelet 
depends on the nature of the application, and Daubechies 
wavelets are particularly prominent for detecting, localizing, 
and classifying disturbances, as highlighted in [3]. 
Additionally, the Daubechies family of wavelets, known for 
its versatility, is considered highly suitable for analyzing 
power system transients, as affirmed in [4]. 

Within the Daubechies family, there exists a wide range 
of wavelets, each with distinct characteristics. In [3], three 
Daubechies wavelets—Daub4, Daub12, and Daub20—are 
discussed. Daub4, due to its limited number of filter 
coefficients, stands out as a short wavelet, offering a higher 
level of temporal localization compared to other wavelets. It 
is noteworthy that this study follows suit by employing the 
Daub4 wavelet to extract features from the primary and 
secondary zero sequence currents, as well as the three-phase 
currents of transformers. 

The transformer fault detection process has made use of a 
variety of machine learning models. Support vector machines 
(SVM), relevance vector machines (RVM), random forests 
(RF), decision trees (DT), and hierarchical ensemble extreme 
learning machines are the most often utilized methods. 
According to [5] SVM is inherently designed for binary 
classification. [6] states that RF offers non-linear 
classification and is a more potent classifier than SVM. 
According to the studied literature it is clear that Random 
Forest technique is a good fit for transformer fault detection. 

 

 

 

III. MATERIALS AND METHODS 

The zero-sequence current is a crucial indicator of 
malfunctioning circumstances. Therefore, initially, the three-
phase currents were transformed into zero-sequence currents 
through the application of Fortescue's transformation. 

𝑥𝑃  =  [𝑥𝑎   𝑥𝑏   𝑥𝑐]𝑇 

𝑥𝐹  =  𝑇𝑃>𝐹  . 𝑥𝑃 

𝑇𝑃3>𝐹3  =  1/3 . [[1  1  1]  [1  𝑎3  𝑎3
2 ]  [1  𝑎3

2  𝑎3]] 
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            Fig. 1. Primary Current Waveform 

  Fig. 2. Primary Zero Sequence Current Waveform 

Subsequently, features were extracted from both the zero-
sequence and three-phase currents on both the primary and 
secondary sides of the transformer with the aim of achieving 
better accuracy. As previously mentioned, this feature 
extraction process was accomplished using Daubechies 4 
wavelet transformation with a level-2 decomposition. 

In wavelet transformation, the process involves 
decomposing a given function, denoted as x(t), into a set of 
functions known as wavelets. Each wavelet is generated 
through a combination of scaling and translation operations 
applied to a fundamental function referred to as the mother 
wavelet. 

During a level-2 decomposition, it is possible to extract 
three distinct coefficients, which are as follows: the level-2 
approximation coefficient (cA2), the level-2 detail coefficient 
(cD2), and the level-1 detail coefficient (cD1). 

 

 

 

 

 

 

 

    Fig. 3.  Coefficients at each level of decomposition 

From each of these coefficients, we have extracted a set of 
features, which includes the maximum coefficient, the 
minimum coefficient, and the wavelet energy entropy 
coefficient. 

 Following feature extraction, a machine learning model 
was created to use current waveform data to identify 
transformer fault states. The Random Forest approach, which 
offers highly accurate nonlinear classification, was applied. 

 

IV. RESULTS AND DISCUSSION 

In this study, a total of 72 features have been successfully 
extracted from both primary and secondary side 3 phase and 
zero sequence currents. 

The subsequent phase entails optimizing the number of 
features extracted according to the accuracy of the trained 
machine learning model. 

V. CONCLUSION 

Feature extraction was effectively performed from both 
fault currents and normal currents.  

Based on insights garnered from the literature review and 
the obtained results, it is evident that optimizing the number 
of features extracted and the level of decomposition can lead 
to an improvement in model accuracy.  
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