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Abstract 
 
Mixing two or more languages together in communication is called as code-mixing. In South 

Asian communities it has become famous due to bilingualism or multilingualism. Sinhala-

English code-mixed(SECM) text is the most popular language used in Sri Lanka in casual talks 

such as social media comments, posts, chats, etc. On social media platforms, the contents such 

as posts and comments are used for personalized advertisement recommendations, post 

recommendations, interesting content recommendations, etc., to provide better customer 

service according to their interest. Due to the code-mixing nature of the language, most of the 

Srilankan social media content is unused for recommendation purposes. So our research study 

mainly focuses on translating the SECM text to the Sinhala language. Once the contents are 

converted to a standard language, the social media contents can be processed easily and used 

for the necessary purposes. In this research, we initially conduct an in-depth analysis of 

Sinhala-English code-mixed. Issues that are considered as barriers to translate the SECM to 

Sinhala are identified. Also, we conducted a thorough literature study of code-mixed text 

analysis. An SECM-Sinhala parallel corpus with 5000 parallel sentences are used for this 

research study. The approach proposed for the SECM to Sinhala translation consists of a 

normalization layer, Encoder-Decoder framework(Seq2Seq), LSTM and Teacher Forcing 

mechanism. We evaluated our proposed approach with other translation approaches proposed 

for code-mixed text translation, and our approach gave a significantly higher BLEU score. 
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