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Summary

This thesis is concerned with various investigations relating to time series analysis
and forecasting. Particular attention is given to fractional differencing and its

applications to long memory time series models.

Chapter 1 entitled "Introduction”, contains the summary of the basic time series
theory required for the work carried out in the remaining six chapters. In addition to
the general theory, the notion of fractional differencing, time reversibility and
optimal experimental designs are included as special aspects of the thesis.

In Chapter 2, the general class of univariate ARMA models with time dependent
coefficients is considered. Existence and uniqueness of a second-order solution to the
model is established using certain AR and MA regularity conditions. A simple form
of the solution~ the covariance structure and the associated model building problem
are considered from the theoretical point of view. The prediction problem is solved
using alternative approaches. Some recursive relations to the optimum linear
predictors are obtained by the orthogonal projection in Hilbert spaces. Few examples

are added in support of the general results derived in this chapter.

Chapter 3 considers the multivariate generalization of the results obtained in Chapter
2. The condition for the asymptotic stationary of the associated process is obtained in
terms of the spectral radii of the corresponding matrices. It is shown that the
recursive relations of the predictors satisfy a matricial equation as in the univariate
case. Assuming the predictive distribution to be multivariate normal, a simultaneous

confidence interval for the predictors is derived.

The family of ARMA models with constant coefficients and nonstationary
innovations is considered in Chapter4. A particular form of the model is considered
for further analysis. It is shown that the usual regularity conditions are necessary and
sufficient to ensure the existence and uniqueness of second-order solutions. The

covariance structure of the associated process is obtained. The prediction problem
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Is solved using the same procedures as in the stationary innovation case. The effect

of nonstationarity in noise is shown to be insignificant in the parameter estimation.

In Chapter 5 the theoretical autocorrelation function of an ARIMA (0,d,q) process is
obtained. An asymptotically unbiased estimator of the sample spectrum is given. The
various relations of the predictors are obtained. In particular, the attention is paid to
the minimum mean squared error prediction and it is shown that this predictor is not
optimal from the theoretical point of view. Finally, a direct basic form of the
predictors of ARIMA (0,d,q) ; d >1 model is obtained.

Fractional differencing and its applications to long memory time series are discussed
in Chapter 6. This new class of ARIMA models aroused the interest of many time
series since it has numerous applications in several scientific A proof for the
stationarity and invertibility conditions ARIMA(p,d,q) ; d € R is given. Persistence in
time series the Hurst phenomenon are examined for some actual situations. For the
predictors of ARIMA (p,d,q) ; are given and it is shown that the minimum mean
squared optimum properties when |d| < 1/2 . Numerical examples are added. In
particular the long memory characteristic of some Australian rivers are demonstrated

a suitable model is fitted in each case.

Chapter 7 addresses itself to some miscellaneous problems in time series analysis.
The first section is devoted to the discussion of some functions of ARMA models
and generalizes the existing results for the multivariate case. Some contributions to
bilinear time series models are considered in Section 7.2. Various new results
regarding BL(p,q,p,s) and BL(p,q,r,I) are given. Section 7.3 considers the notion of
time reversibility of a stochastic process and non Gaussian ARMA models from the
theoretical point of view. The last section i.e. Section 7.4 discusses the optimal
experimental design problems of time series regression model, when the coefficients
are stochastic. It is shown that under certain conditions the effect of randomness of

the coefficients is insignificant in the optimal design problem.
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(1)

SUMMARY

This thesis is concerned with various
investigations relating to time series analysis and forecasting.
Particular attention is given to fractional differencing and its

applications to long memory time series models.

Chapter 1 entitled "Introduction', contains the
summary of the basic time series theory required for the work
carried out in the remaining six chapters, In addition to the
general theory, the notion of fractional differencing, time
reversibility and optimal experimental designs are included as

special aspects of the thesis,

In Chapter 2, ' thegeneral”¢lass ‘of“univariate
ARMA models with time dependent coefficients, is considered.
Existence and uniqueness of a second-order solution to the model
is established using certain AR and MA regularity conditions,
A simple form of the solution, the covariance structure and the
associated model building problem are considered from the
theoretical point of view. The prediction problem is solved
using alternative approaches. Some recursive relations to the
optimum linear predictors are obtained by the orthogonal
projection’in Hilbert spaces. Few examples are added in support

of the general results derived in this chapter.

Chapter 3 considers the multivariate generalizat-

ions of the results obtained in Chapter 2. The condition for the
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asymptotic stationarity of the associated process is obtained in
terms of the spectral radii of the corresponding matrices., It
—is shown that the recursive relations of the predictors satisfy
a matricial equation as in the univariate case, Assuming the

predictive distribution to be multivariate normal, a simultaneous

confidence interval for the predictors is derived.

The family of ARMA models with constant
coefficients and nonstationary innovations is considered in
Chapter 4. A particular form of the model is considered for
further analysis., It is shown that the usual regularity condit-
ions are necessary and sufficient to ensure the existence and
uniquenessrof second-order solutions, The covariance structure
of the asgBeiated process is, obtained.. The prediction problem
is solvediiUsing thé'same. procedures as in the stationary
innovation case. The effect of nonstationarity in noise is

shown to be insignificant in the parameter estimation.

In Chapter 5 the theoretical autocorrelation
function of an ARIMA(O,d,q) process is obtained. An asymptot-
ically unbiased estimator of the sample spectrum is given. The
various relations of the predictors are obtained. In particular, the
attention is paid to the minimum mean squared error prediction
and it is shown that this predictor is not optimal from the
theoretical boint of view. Finally, a direct basic form of the

predictors of ARIMA(O,d,q) ; d = 1 model is obtained.
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Fractional differencing and its applications to
long memory time series are discussed in Chapter 6. This new
-class of ARIMA models aroused the interest of many time series
analysts, since it has numerous applications in several scientific
areas. A proof'for the stationarity and invertibility conditions
for ARIMA(p,d,q) ; d €E R 1is given. Persistence in time series
and the Hurst phenomenon are examined for some actual situations,
Some recursive relations for the predictors of ARIMA(p,d,q) ;

d € R are given and it is shown that the minimum mean squared
error predictor has its optimum properties when |d[ <3.
Some numerical examples are added. In particular the long
memory characteristic of some Australian rivers are demonstrated

and a suitable model. is-fitted  inreach case;

Chapter | /D addresses itself to some miscellaneous
problems in time series analysis. The first section is devoted
to the discussion of some functions of ARMA models and
generalizes the existing results for the multivariate case.

Some contributions to bilinear time series models are considered
in Section 7.2 . Various new results regarding BL(p,q,p,s)

and BL(p,q,r,l) are given. Section 7.3 counsiders the notion

of time reversibility of a stochastic process and non Gaussian
ARMA models from the theoretical point of view. The last section
i,e. Section 7.4 discusses ﬁhe optimal experimental design
problems of time series regression model, when the coefficients
are stochastic, It is shown that under certain conditions the
effect of randomness of the coefficients is insignificant in the

optimal design problem
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Throughout the thesis the equations are denoted by

_ (X+Y+Z) , which means the equation Z of Section Y

of Chapter X .

Similarly, definitions, theorems, corollaries, lemmas

and examples are numbered. That is, Theorem X¢Y+Z means

Theorem Z of Section Y of Chapter X ,

ARIMA
acf
pacf
sdf
wil

BJ

UBJ

mmsep
fd

fdwn

df

ie,

cf.
w.l.0.g.
mie

Lse

mse

det A

Autoregressive Integrated Moving Average
Autocorrelation Function

Partial Autocorrelation Function
Spectral Density Function

White Noise

Box and Jenkins

Univariafe Box and Jenkins

Optimum Linear Predictor

Minimum Mean Squared Error Predictor
Fractional Differencing

Fractionally Differenced White Noise
Degrees of Freedom

That is

Compare

Without loss of Generality

Maximum Likelihood Estimator

Least Squares Estimator

Mean Squared Error

Determinant of square matrix A

Transpose of Matrix A
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rhs
2hs

N(u,0%)
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and Notation (continued)

- Identity Matrix
- Right Hand Side

- Left Hand Side

Normal Distribution with Mean u

and Variance 02.

m-Variate Normal Distribution with Mean

Vector J and Variance-Covariance Matrix § .
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